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Undergraduate project in Tigray,
Ethiopia.

- The Goal: Localize Ubuntu,
OpenOffice, and Firefox into
Ambharic and Tigrinya.

- The Enabler: Free and Open
Source Software (FOSS).

It allowed us to learn, modify, and
build for our community's needs.




UNESCO Definition:

"Open science is a set of principles and
practices that aim to make scientific
research... accessible to everyone for the
benefits of scientists and society as a
whole."



Lesan a community rooted approach

High-Quality, Curated Data: We solve specific problems,
we don't just scrape the web.

Deep Community Knowledge: We incorporate linguistic
nuances like dialects.

Ethical Sourcing: We pay contributors fairly for their
expertise.

This stands in stark contrast to the dominant paradigm:
"scale is all you need"

Asmelash Teka Hadgu, Abel Aregawi, and Adam Beaudoin. "Lesan—Machine Translation for Low Resource Languages." NeurlPS
2021 Competitions and Demonstrations Track. PMLR, 2022.



HornMT: An open benchmark dataset for
machine translation

Freely available on GitHub and Zenodo.

Oromo (Orm)
Amharic (Amh) ~
Tigrinya (Tir)

Somali (Som)

Afar (Aaf) »' Lacuna Fund

Our voice on data

Asmelash Teka Hadgu, Gebrekirstos G. Gebremeskel, & Abel Aregawi. (2022). HornMT — Machine Translation Benchmark
Dataset for Languages in the Horn of Africa (1.0.0) [Data set]. Zenodo. https://doi.org/10.5281/zen0do.6369442



https://doi.org/10.5281/zenodo.6369442

The Hijacking of "Open (Science)"

A Dangerous Trend: The term "Open (Science)" is
being co-opted by Big Tech.

It has become a powerful marketing weapon to:

Dominate the public narrative
Siphon funding and resources
Consolidate market power
Undermine genuine, local innovation



Meta’s “No Language Left Behind” (NLLB)

200 languages within a single Al model: A “[...] We’ve built a single Al
breakthrough in high-quality machine model called NLLB-200, which
translation

translates 200 different
languages with state-of-the-
art results.

[...] NLLB-200 supports 55
African languages with high-
quality results.”

Asmelash Teka Hadgu, Paul Azunre and Timnit Gebru. "Combating Harmful Hype in Natural Language Processing." PML4DC
(2023)



Companies violate the core ethos of open science

e Scientific Integrity: Using S P——————
evaluation dataset as a e
training data

e Attribution: Failed to w0 s« o s, )
acknowledge or cite our oy S A
HornMT dataset e i et e )

e Licensing: Built model on T
data they didn't have a T e
license for, eg., JW300 o



The Consequence: A Widening Digital Divide

A vicious cycle:

Big Tech releases overhyped “open” models
Their results become the de facto standard
Local innovators are forced to release data
Big Tech reuses that data, reinforcing control



UK

Federation of community rooted startups
and organization for African languages

WOAIE @ Lesan &Ghanan P g5imma


https://lesan.ai/

Open Science should be the tool to close the
digital divide, not the brand that widens it.

Let's commit to a future where Al is built with and
for all of humanity.

Thank you!
asme@lesan.ai
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