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Abstract This paper provides a novel, empirically grounded map of National
Innovation Systems (NIS) in Europe, based on a unique micro level analysis
across several EU countries. By focusing on the Eurostat Community Innova-
tion Survey 2014 (CIS2014) micro-aggregated data, we perform an exploratory
factor analysis to provide a micro-level grounding to the multi-faceted compo-
nents of NIS. We relate the structure, innovation strategies and performance
of the firm to relevant institutional characteristics of the NIS in which it is
embedded, including the nature of public sector support (e.g. cooperation and
procurement) and the characteristics of the public-private links (e.g. with uni-
versities, foreign institutions and/or other firms), amongst others. We then
redesign the map of the European technology ‘clubs’ by means of a cluster
analysis based on our factors/NIS dimensions. Our findings ground the di-
agnostics of the European NIS, add to the most recent literature on NIS by
taking into account the micro—level sources of the European NIS ‘clubs’, and
complement the historical picture provided by Cirillo et al. (2016a).

Note: This paper represents Deliverable DA 1.2 and contributes to ISI-
Growth Work Package 1, Task 1.2.
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1 Introduction and Background

At times of global macro-economic recession and national attempts of seces-
sions, there is a revamped need to understand where Europe as a Science,
Technology and Innovation System currently stands against competitors such
as the US and Japan, and increasingly China, and whether a ‘European Para-
dox’ has ever and is still characterising it (Dosi et al., 2006; Hammadou et al.,
2014).

The European Paradox has been described as a relative excellent perfor-
mance in basic research and scientific infrastructures co-existing with a weaker
performance in terms of industrial applications and innovation outputs in many
European countries, compared with the US. Some scholars have instead argued
that the European Science, Technology and Innovation System lags behind also
in terms of basic science performance, and that the innovation output returns
of R&D investments and public science could be much higher (Dosi et al., 2006;
see also Cirillo et al., 2016a for a recent review). However, the evidence is not
conclusive about the presence — and importance — of a European Paradox.
This depends crucially on the theoretical background explaining its causes as
well as the measurement and empirical issues related to the choice of relevant
variables.

The innovation and technology gap literatures have attempted to tackle both
these aspects over the past decades. Both branches of literature have conspicu-
ously borrowed from the National Innovation System (NIS, hereinafter) frame-
work, which has sparked following seminal contributions that have provided
rich historical accounts of emblematic cases of NIS, such as Japan, the (then)
Soviet Union and the US (Freeman, 1987; Lundvall, 1992; Nelson, 1993).

The NIS approach has then long informed research and policy makers on the
sources and nature of countries’ differences in science and innovation perfor-
mances, public support to science and economic outcomes. It has proven useful
to ‘appreciatively’ complement the growth literature on technology clubs and
countries’ divergences due to catching-up processes in science and technology
performance (see Castellacci, 2008; Castellacci and Archibugi, 2008; Fagerberg
and Srholec, 2008, among others).

Over time, the innovation scholarship on NIS has flourished, and has been
the object of eminent reflections, even recently (Nelson, 2006; Lundvall, 2007),
within the debate on the European Paradox. A common denominator of the
original presentation and developments of the NIS approach is the implicit re-



jection of a ‘one size fits all’ normative implication of the linear R&D model
(Soete et al., 2010; Cirillo et al., 2016b). There is not a single recipe that
countries can follow to ensure technological upgrading and catch-up. The very
notion of a successful pathway of catching up is nonsensical, as countries’ (and
firms’) idiosyncrasies and heterogeneities are such that it is the complex com-
bination of initial conditions and the evolution of several of them, rather than
their arithmetic sum, that lies behind any success story. But what are these
factors?

In a nutshell, the NIS approach posits that a wide set of national character-
istics, beyond the obvious size, population and GDP per capita, are relevant to
explain national differences in Science, Technology and Innovation Systems and

ultimately their economic performance. More specifically, the core components
of a NIS are:

1. the private organizations responsible for the applications of basic science
and creation of knowledge and at firm and sectoral levels;

2. the scientific and technological public infrastructures, such as research
centres, universities and higher education institutions;

3. the battery of instruments used by the government to fund and support
both of the above, such as public procurement, grants, subsidies to firms
and R&D tax credits;

4. the nature and intensity of links between private and public actors aimed
at increasing scientific and technological capabilities.

Indeed, the all-encompassing nature of the NIS approach makes it useful, yet
quite difficult to capture empirically, in the absence of a rigorous theoretical
grounding (Castellacci and Natera, 2013). One of the most comprehensive at-
tempts to map the global variety of NIS is offered by Fagerberg and Srholec
(2008), who look at a large variety of variables to empirically ground a typology
of technological clubs. They distinguish variables pertaining to the “innova-
tion system” (albeit oddly a component is named as the whole), “governance”,
“openness” and “political system”, all contributing to a multi-dimensional de-
scription of national innovation systems. Interestingly for our purposes, in a
related contribution one the authors argues that “the most relevant contextual
factors cut across the established boundaries between sectors and countries”
(Shrolec and Verspagen, 2008, p. 3) and are attributable to firm heterogeneity.



The present paper builds upon, and complements the exercises in Shrolec and
Verspagen (2008) and Cirillo et al. (2016b), by providing a novel, micro-level
grounded mapping of European National Innovation Systems (NIS).

The aim is to empirically derive the composite dimensions of NIS by reprising
the emphasis that the NIS approach has traditionally put on firms’ behaviour
and performance, albeit embedded in the complex network of actors, which
firms interact with and respond to.

We relate the structure, innovation strategy and performance of firms to
several institutional characteristics of the NIS, such as the nature of public sec-
tor support (e.g. cooperation and procurement) and the characteristics of the
public-private links (e.g. with universities, foreign institutions and/or other
firms), amongst others. Firms choose to invest, cooperate and benefit from
various forms of public support and interactions as a result of their specific
characteristics and perception of the local, national and international context
they operate in. Arguably, the best way to capture the macro-economic dimen-
sion of NIS is to resort to its micro-economic foundation.

To this purpose, we use the Community Innovation Survey (CIS) available in
a comparable and ‘pseudo-micro-founded’ format from Eurostat, in line with
some recent works (Frenz and Lambert, 2012; Frenz and Prevezer, 2012), which
put forward that the CIS captures structural (rather than transient) features
of innovative activity.!

We reproduce the NIS dimensions along four firm-centered activities: (i)
innovation inputs and demand sources; (ii) geography and type of coopera-
tion links; (iii) public sector policies in the form of public procurement and
indirect support to firms; and (iv) innovation outputs.? In the best NIS tra-
dition, the dimensions above allow us to look at how three categories of sub-
jects/actors (private sector, government and public institutions) ‘score’ in terms
of objects/activities (inputs, outputs and cooperation links) and how each of
these categories of actors affects each others’ performance in terms of inputs,
outputs and cooperation. For instance, the government might intervene with
public procurement, which will affect the amount and direction of innovation
investments carried out by firms and possibly the intensity of cooperation with

1As it is well-known, and described at length in the next section, the CIS includes: innovation outputs, a
range of innovation inputs in addition to R&D, as well as data on sources of information for innovation,
cooperation partners and intellectual property rights protection and aligns to international standards in
terms of questionnaire and data collection (OECD, 2002, 2005, 2009).

2 As detailed in our empirical strategy section, it is worth noting that the specificity of our chosen methodolog-
ical tool — exploratory factor analysis — allows us, within each dimension considered, to avoid grouping
variables and assigning weighting schemes in an ad-hoc manner.



public (local, national or international) institutions. Our focus is on a broad
set of European countries, and how they rank across the composite dimensions
that the data allow us to derive.

With no pretension to establish causal links, which is not the objective of
the analysis proposed here, we therefore ask:

1. What are the most relevant latent dimensions that characterise the NIS
and that emerge from the (observed) micro-level (firm) dimensions (i) to
(iv) above?

2. How do countries rank along these latent dimensions? Do comparisons
in such ranking allow to unravel characteristics of the NIS that articulate
‘club’ positions in Europe??

3. Does this newly derived map of European NIS allow to say something
on the directions that innovation and industrial policy should take to
ensure catching up of peripheral macro-regions in Europe and overcome
the ‘European Paradox’?

We find a very articulated map of European NIS, that confirms the original
spirit of the NIS literature: there is no unique recipe for countries to follow.
FEuropean countries cluster along several dimensions, some are in line with
the extant empirical literature, some others emerge as exceptions to the NIS
common sense. Yet, within this variety, we find a common denominator of
core dimensions, namely the role of government, public support to innovation,
and the cooperation between public and private actors, that suggests a way to
build up on countries’ idiosyncratic strengths to achieve their own pathway of
growth.

The rest of the paper is structured as follows: the next section describes the
micro-aggregated database employed and the data reduction technique adopted
to obtain the factors within NIS dimensions; Section 3 lays down our empirical
strategy to answer the questions posed above. Section 4 empirically illustrates
the factors bearing relevant NIS dimensions; Section 5 reports on the compari-
son of country rankings along these dimensions in detail; Section 6 collages the
different pieces of evidence to depict a map of Eropean NIS, while section 7
summarises and concludes.

3We also compare our findings with the largely used country ranking obtained from the European Innovation
Scoreboard, both as a way of robustness check of our empirical strategy and to unravel potential discrepancies
that might emerge (see Appendix B for details).



2 Dataset and Methodology

2.1 Dataset: Community Innovation Survey 2014 (C152014)

We use the publicly available micro-aggregated version of Eurostat Community
Innovation Survey, 2014 edition (CIS, hereinafter).*

The CIS is a firm-level survey executed at a national scale, which collects
data on several dimensions of innovative activity and outcomes. The unit of
analysis considered is the enterprise with 10 or more employees enrolled (in
most cases) in the official statistical business register of each country. To ensure
cross-country comparability, the survey is carried out by means of a standard
questionnaire, based on the definitions and underlying methodology included
in the well-known Oslo manual for collecting and interpreting innovation data
(OECD and EUROSTAT, 2005).

The survey is performed every two years, covering the 28 EU member states
and some additional countries.” Most statistics refer to the 3-year reference
period 2012-2014, even though some indicators specifically correspond to 2012
and/or 2014.

Rather than using a firm-level dataset, we use micro-aggregated CIS results
(i.e. data that have been aggregated across firms within each country, innova-
tion type, economic activity and size class combination). This choice is dictated
by a number of reasons.

First, European innovation statistics generally use aggregated national data.’
By using micro-aggregated data we provide a novel, and more fine-grained
picture than the use of traditional country-level indicators would allow.

Second, in the process of consolidating firm-level observations, national sta-
tistical institutes extrapolate collected data, by means of appropriate weighting
schemes, in order to get population totals. As a consequence, official micro-
aggregated data deal with the issue of sample size heterogeneity across coun-
tries.

Third, it should be borne in mind that individual firms cannot be followed
from one CIS wave to another, which implies that such data cannot be treated
as a panel across sequential CIS editions.

4A detailed meta-data description can be found in:
http://ec.europa.eu/eurostat/cache/metadata/en/inn cis9_esms.htm

5The CIS 2014 has been conducted in the following additional countries: Norway, Iceland, Switzerland, Serbia,
Macedonia and Turkey.

6See section ‘3.1. Data description’ in Eurostat CIS 2014 meta-data documentation:
http://ec.europa.eu/eurostat/cache/metadata/en/inn_cis9_esms.htm



Fourth, focusing on micro-aggregated results allows us to obtain variables
measuring both the proportion of firms that engage in innovation activity, co-
" as well as the
intensity with which firms perform those tasks (e.g. the amount of R&D ex-
penditure classified by type). This is crucial as CIS firm-level studies mostly

rely on binary or Likert-scale variables, as innovative expenditure data by type

operation, receive public funding or achieve a certain outcome,

is aggregated (due to confidentiality issues), preventing its use in empirical
studies (Shrolec and Verspagen, 2008).

Eurostat performs no imputation for missing firm-level data. In general, this
implies a trade-off between country availability and the breadth of variables
considered in empirical analyses (see, for example, the discussion in Shrolec
and Verspagen, 2008, p. 12). Given that our aim is to have the widest possible
country coverage, we have estimated missing values at the micro-aggregated
level using regression techniques.®

We considered 26 FEuropean countries for which data gaps made the missing-
data imputation process parsimonious.” As a result, we obtained a working
dataset consisting of 33 variables across 26 countries.

The 33 variables considered provide information on the expenditures, own-
ership structure, knowledge acquisition, sources of cooperation links, pub-
lic funding/procurement, protection mechanisms (patents/trademarks), per-
sistence and productivity in relation to innovation activities and outcomes.

The CIS covers both inputs/strategies (e.g. implementation, adoption) and
outputs/effects (e.g. successful, ongoing or abandoned) of innovative activities.
Moreover, the CIS organises data collection according to the type of innovation
activity that firms declare to be engaged in (product, process, organisational
and marketing innovation). The observed working variables that feed our data
reduction procedures are (almost exclusively) limited to product and process

10

innovation (i.e. technological innovation)," even though we consider some vari-

1

ables that correspond to the subset of innovative firms,!! as well as some refer-

"Variables of this sort are a “ratio between the selected combination of indicator, type of innovators and —
in most cases — the total category of the selected type of innovators”, as reported in:
http://ec.europa.eu/eurostat/cache/metadata/en/inn cis9_esms.htm

8Please see Appendix A for details.

9The countries considered (with the corresponding ISO2 code) are: Austria (AT), Belgium (BE), Bulgaria
(BG), Cyprus (CY), Czech Republic (CZ), Germany (DE), Denmark (DK), Estonia (EE), Greece (EL),
Spain (ES), Finland (FI), France (FR), Croatia (HR), Hungary (HU), Ireland (IE), Italy (IT), Lithuania
(LT), Latvia (LV), Netherlands (NL), Norway (NO), Poland (PL), Portugal (PT), Romania (RO), Sweden
(SE), Slovenia (SI) and Slovakia (SK).

10Tn the CIS these firms are labelled INNOACT’: product and process innovative enterprises regardless of
organisational and marketing innovation.
1Tn the CIS these firms are labelled ‘INNQ’: innovative enterprises.



ring to the total universe of firms.!? Note that we have chosen the indicators
per types of firms that maximises the number of observations across countries,
conditioned therefore to data availability.

2.2 Fxploratory Factor Analysis

This section contains a brief description of the method, emphasising aspects of
relevance for our empirical strategy in Section 3.1

Our starting point is a multivariate sample of observations for 33 variables
across 26 countries covering a variety of aspects of the innovation process, as
captured by the CIS. As mentioned in the previous section, we aim to articulate
the four dimensions that characterise a NIS: (i) innovation inputs and demand
sources, (ii) the geography and type of cooperation links, (iii) government role
and public sector policies, and (iv) innovation outputs.

We use exploratory factor analysis (EFA, hereinafter) to reduce the set of
33 variables to underlying concepts (called factors). EFA is a statistical data
reduction technique which allows us to combine and summarise groups of ob-
served variables according to their covariances. Essentially, it uncovers the way
in which these variables form coherent subsets. For each of the four dimensions
(i)-(iv) we apply EFA in order to identify (latent) common factors that best
describe the differences across countries.

Table 1 reports a dictionary of the 33 variables (derived) from the CIS-2014
that have been used in our empirical analysis for each dimension (i)-(iv). Each
row corresponds to a variable and includes a code label used throughout the
paper, the firm type which it refers to, a short description and its unit of
measurement.

12Tn the CIS the label used is ‘TOTAL’: total enterprises.

13For a comprehensive treatment see Timm (2002); Raykov and Marcoulides (2008); Everitt and Hothorn
(2011); Rencher and Christensen (2012).
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The underlying rationale behind EFA is to formulate a linear probability
model with specific moment constraints such that the observed covariances
between the observed variables can be explained by the relationship of these
variables with the (common) latent factors. Essentially, the k-factor model for
q observed variables and k latent factors can be formulated as:

T; = ¢ + u;, VZ:L,Q (1)
¢ = AinJ1+ -+ A Vi=1,...,q (2)
where, in our context, the variable x;, which measures an observable character-
istic of innovative activity (e.g. share of in-house R&D expenditure), is linked to
a linear combination of (unobserved) latent factors ¢; and randomly disturbed

by the term w;.
By assuming that:

1. Random disturbances u; are uncorrelated with each other:
Cov(uj,us) =0, Vi,s=1,...,q;

2. Random disturbances u; are uncorrelated with latent factors f;:
Cov(u;, fj) =0, Vi=1,...,qand Vj=1,...,k;

3. Factors f; are uncorrelated with each other:'4
Cov(fj, fr) =0, Vjr=1...k;

4. Factors are standardised:!®
E(f;)) =0,V(f;)) =1, Vj=1,... k.

we obtain the essential result that:
Cov(z;, xs) = E(zxs) = MpAs1 + - + Aigdspy, Vi, s=1,...,q, i#s

i.e. the covariance amongst observed variables z; and z; depends exclusively on
the connection between the variables and the & common factors (coefficients

ity - -5 Ak for z; and Mgy, ... Ag for xg).
The formulation of the problem (1)-(2) under assumptions 1-4 implies that
coefficients \;1, ..., \;; are regression coefficients of x; on the factors fi,..., fr.

14 This latter constraint on the cross-moments between factors will be relaxed in our implementation of the
setting.

5Due to their being unobserved, the scales and locations of factors can be fixed arbitrarily (Everitt and
Hothorn, 2011, p. 137).
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Such coefficients are labelled factor loadings and quantify the correlations be-
tween the observed variables and the factors, i.e. coeflicient \;; quantifies the
correlation between variable z; and factor f;. When jointly considered, the
k-factor model may be compactly expressed as:

r=Af+u (3)
where:
T Al A J1 Uy
Lq /\ql ce )\qk flc Uyqg

Crucially, the assumptions above imply that the population covariance ma-
trix of the original variables is given by:

YX=AAN"+oy, (4)

where o, = diag[V(u;)] is a diagonal matrix with the variances of the variable-
specific random disturbances ;.

Thus, the estimation problem of interest is to find point estimates A and o
such that the sample covariance matrix S of the (manifest) variables can be
approximately written as:

S~ AA" + 5,
i.e. to obtain a predicted covariance matrix that resembles the sample covari-
ance matrix of the manifest variables.!®

Two estimation methods are normally used: an eigenproblem technique
known as principal factor analysis and a maximum likelihood approach (Everitt
and Hothorn, 2011, pp.141-2). We adopt the latter, as it has an associated infer-
ential procedure to test the null hypothesis that £ common factors are sufficient
to describe the data against the alternative that the population covariance ma-
trix has no constraints (as imposed by the k-factor model). The test statistic is
distributed x? under the null hypothesis. Thus, we may start with £k = 1 and
successively increase k until we do not reject the null hypothesis.!”

Note, however, that solutions with k£ and £+ 1 factors will produce a different

6Note that “factor analysis is essentially unaffected by the rescaling of the variables” (Everitt and Hothorn,
2011, p. 139), so it is essentially equivalent to work with the covariance or correlation matrix.

1"In practice, we may consider the value of k for which we do not reject the null hypothesis as an upper bound
on the number of factors relevant in practice (Everitt and Hothorn, 2011, p. 155).
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set of factor loadings altogether. In fact, a solution with not enough factors will
have too many high factor loadings associated to each of them, whereas a solu-
tion with an excess of factors may render difficult the conceptual interpretation
(i.e. finding a meaning through combining subsets of the original variables).

A further element to be considered is that factor analysis accounts only for
the variation in the observed variables shared through the common factors.
The focus is on the estimates );; of regression coefficients \;;.'> We are not
accounting for the entire variance of the observed variables.

EFA has been criticised for suffering from two non-uniqueness problems.
First, the non-uniqueness of the factor loadings matrix: alternative factor rota-
tions alter the description of the solution obtained (though not its structure).?

Secondly, the non-uniqueness of the prediction of the factor scores j? based
on the point estimates K, the sample of multivariate observations & and its as-
sociated sample covariance matrix S. Essentially, the k-factor model in (1)-(2)
postulates a relationship in which variables are dependent on factors, the latter
remaining unobserved. However, computing factor scores for each observation
of the multivariate sample provides a useful summarising device of individual
performance (as we will see in the forthcoming sections). By assuming normal-
ity for the conditional distribution of factors, given the observed variables, we
may predlct factor scores for each country in the original dataset by comput-
ing f AS~lz. This notwithstanding, different methods for obtaining _f are
available which lead to alternative results (for a detailed discussion, see Everitt
and Hothorn, 2011, p. 148).

To sum up, EFA is the main tool we have used in this paper to analyse
our CIS dataset. Section 3 below describes the empirical strategy adopted to
articulate EFA and its results in order to answer the research questions posed
in Section 1.

18In fact, the estimate for the variance of the variable-specific disturbance term V(uz) is obtained as a residual.
This may give rise to Heywood cases: the point estimate of the diagonal terms in AAT may exceed the
sample variance of the manifest variable resulting in a negative estimate for V(ul) (for details, see Everitt
and Hothorn, 2011).

19These two latter features, i.e. number of factors and share of variance accounted for, should be taken into con-
sideration when interpreting results, especially when comparing EFA with other data reduction techniques,
such as Principal Component Analysis (PCA).

20Given an orthogonal matrix M, a factor rotation is a linear transformation applied to factor loadings A that
leaves the covariance matrix X in (4) unaltered: (AM)(AM)T = A(MM7T)AT = A(MM~1)AT = AAT.
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3 Empirical strategy

We adopted an empirical strategy consisting in four steps.

3.1 Ezploratory Factor Analysis (EFA)

We perform an EFA for each of the following four dimensions (the corresponding
number of CIS variables in parenthesis): (i) innovation inputs and demand
sources (10), (ii) the geography and type of cooperation links (7), (iii) the role
of the government and public sector policies (8), and (iv) innovation outputs
(8). For each (i)-(iv) we fit a k-factor model — as specified in (3) — to a sample
of multivariate observations for 26 countries.?!

As mentioned above, to obtain the point estimates of the matrix of factor
loadings A in (3) we apply maximum likelihood (ML), which is a scale-free
estimation method (Timm, 2002, p. 504) that allows to successively increase
the number of factors k (starting from k& = 1), according to the statistical
significance of the statistic associated to the hypothesis that £ common factors
are sufficient to describe the structure of correlations observed in the data.??

As a data preparation procedure, we standardise all data points by subtract-
ing the sample mean and dividing by the standard deviation for each original
variable.?

Once obtained the point estimates, we adjust factor loadings applying the
oblimin ‘rotation’, which is an oblique transformation that allows for correlation
between factors (rather than imposing an orthogonal rotation).?* Adopting this
transformation implies that our solution in each case (i)-(iv) now consists of
three matrices:
= A" x @ (5)

gx

21Tt has to be borne in mind that including variables that are implicitly contained in other variables should be
avoided in factor analysis. For example, consider including a set of variables measuring the percentage of
firms engaged in alternative types of innovation cooperation, as well as a variable quantifying firms engaged
in any type of cooperation. The latter variable should be excluded, otherwise factors that load highly on
cooperation measures will be artificially higher (see e.g. Shrolec and Verspagen, 2008).

22Usually, studies using firm-level CIS data avoid the recourse to maximum likelihood factor analysis, due to
the fact that binary and Likert-type variables do not conform to the hypothesis of multivariate normality
of the underlying data (e.g. Shrolec and Verspagen, 2008). However, unlike in most of the extant literature
applying EFA to CIS-like data, we consider continuous variables, making this estimation method particularly
fit for our purposes.

23Recall that factor analysis is unaffected by the rescaling of the original variables.

24The oblimin transformation is particularly apt for solutions obtained with ML. ML imposes a restriction on
the diagonal character of ATa, 1A, so an oblique transformation improves the description of the results
(Raykov and Marcoulides, 2008, p. 268). Moreover, it has been noted that orthogonal rotations may often
lead to biased results (Shrolec and Verspagen, 2008).
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where T is the structure matrix, A* the pattern (loadings) matrix, and ® the
factor intercorrelation matrix. Essentially, elements of T provide the correlation
coefficients between the latent factors and the observed variables, elements of
A* are the regression coefficients that, multiplied by (transformed) factors, give
us the observed variables, and elements of P quantify the correlation between
factors.?

We interpret the fitted model results on the basis of matrix A* = [5\;“3] A

high factor loading coefficient 5\2} indicates that, for a given correlation struc-
ture between factors, the observed variable z; has a high (linear) association
with factor f;, so we say that variable x; ‘shapes’ factor f;. We group variables
1 = 1,...,q into subsets according to how their corresponding factor load-
ing coefficients shape different factors. The oblimin transformation produces
a simple pattern matrix that allows to unambiguously allocate each observed
variable to one of the factors identified (in most cases). This way, factor defi-
nitions within each dimension are described on the basis of their constituting
elements. The label attributed to each factor mirrors our interpretation of the
relative importance of the variables that shape it.

Once estimated the parameters of the structural model and the rotation of
the factors, we predict factor scores for each country in the data set. To do
so, we fit a linear regression model using the point estimate of the structural
matrix I' and the sample covariance matrix S.26 This way, we obtained for
each dimension (i)-(iv) a set of factor scores that summarises the performance
of each country in terms of the subset of variables composing each factor.

3.2 Country-rankings based on factor scores

Some studies applying EFA on firm-level CIS data perform a two-stage analysis:
they first obtain a set of factors on the basis of observed variables, and then fit
a k-factor model on the first-stage estimates of factor scores to obtain a new
(reduced) set of common (latent) factors (e.g. Shrolec and Verspagen, 2008).
Instead, given the initial conceptual distinction we made amongst the four
dimensions (i)-(iv) defined in the previous subsection, we proceed differently.

25The oblimin ‘rotation’ procedure consists in applying a nonsingular transformation matrix T such that
f*=Tf and A* = AT~ ! in (3). Moreover, the population covariance matrix implied by the model in
(4) becomes: ¥ = APA” + g, where ® is the population factor inter-correlation matrix. For details see
Timm (2002).

26Note that the least squares point estimate of factors coincides with the maximum likelihood estimation.
Therefore, predicting factor scores applying OLS to a linear regression model “is consistent with finding ML
estimates of the parameters of the EFA model” (Timm, 2002, p. 510).
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For each factor we rank (decreasingly) the country scores, averaged across fac-
tors within each dimension — using the proportion of variance explained by
each factor as weight — to obtain an average country ranking with its summary
performance for each dimension (i)-(iv).

Then, we qualitatively analyse differences in country rankings across dimen-
sions. For example, we jointly consider country rankings for dimensions (i)
innovation inputs and demand sources and (iv) innovation outputs. Our in-
terest lies in understanding how countries that have a (relatively) high/low
ranking position in terms of innovation inputs perform in terms of innovation
outputs.

Proceeding in a similar manner, we study the relationships between all the
relevant combinations between dimensions: government policies and innova-
tion output, cooperation links and innovation output, government policies and
innovation inputs, government policies and cooperation links and, finally, co-
operation links and innovation inputs.

3.8 Correlation of factor scores

The third step of our analysis consists in analysing the correlations between
factor scores (pooling all dimensions) across countries. Starting from a matrix
with the countries in rows and factor scores in columns, we computed the
correlation matrix between factor scores across countries. We selected those
off-diagonal values greater than 0.65 and visualised the strength of (linear)
associations between factors. On the basis of this visualization we provide

some interpretation on the relationship between the different factors identified
with the EFA.

3.4 Country Clustering

Finally, the fourth step in our analysis consists in applying a K-means clustering
algorithm (Hartigan and Wong, 1979) to a matrix with the countries in rows
and the factor-specific ranking position in columns. In this case we aim at
obtaining a partition of 26 countries into a set of (mutually exclusive) clusters.
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4 Exploratory Factor Analysis: Results

Our exploratory factor analysis sheds light on four dimensions of national in-
novation systems in Europe: (i) innovation inputs and demand sources, (ii)
the geography and type of cooperation links, (iii) government role and public
sector policies, and (iv) innovation outputs.?

4.1 Firm innovation inputs and demand sources

For the analysis of firm innovation inputs we have considered variables related
to firm R&D expenditure (intensity, composition in terms of external /in-house
and manufacturing component), knowledge acquisition, key sources of demand
(local/regional, national and EU markets) and ownership structure (whether
the firm merged with/took over other firms and/or if it is part of a group).

Table 2 reports the results on factor analysis of firm innovation inputs and
demand sources. The table is composed of four panels (A)-(D) with the pattern
(loadings) matrix, the factor intercorrelation matrix, the inferential procedure
to test the adequacy of the number of factors identified and the country ranking
for each factor (and across factors), respectively.?®

The pattern matrix A of equation (5) in panel (A) displays the factor load-
ing (in columns) for each manifest variable (in rows).? We have identified 3
factors (columns of the panel) that jointly explain 61% of the total variance
in the correlation structure between variables. The last row of the panel —
Cumulative Var — shows the cumulative proportion of variance explained by
each of the factors identified.

The first factor identified, iMarket, loads high on the geographic origin of the
largest demand source for each firm: EU, local /regional and national customers,
respectively. The second factor, iFirmStr, has high loadings on two aspects of
firms’ ownership structure: whether the firm merged or took over other firms
and whether it is part of an enterprise group. The third factor, iRD, loads high
on variables related to the intensity, composition and sectoral structure of R&D
expenditure. Finally, the observed variable ‘Acquisition of external knowledge’
has not been allocated to any of the three factors above-mentioned.

In panel (C) we look at the result of testing the (null) hypothesis that 3
factors are sufficient to describe the correlation structure between the manifest

2"For this and the forthcoming subsections see Table 1 for a detailed description of the variables considered.
28The tables for each of the remaining exploratory factor analyses have the same layout as Table 2.
29We avoid displaying negligible values in the pattern matrix to ease reading of the results.
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variables. With a p-value of 0.868 we do not reject the null hypothesis.

Note that each of the factors accounts for a similar proportion of explained
variance: 21.8%, 20.1% and 19.2%, respectively. Thus, the variability in firm
innovative inputs can be described by three latent factors of similar weight: the
geographical source of demand, firm structure and R&D-related variables.

One important aspect of the oblique transformation chosen to describe the
results consists in quantifying to what extent the three factors identified are
correlated with each other. As can be seen from the factor inter-correlation
matrix ® in panel (B), factor correlations are always below 0.5, being relatively
higher when considering the correlation between firm structure and the two
other factors.

Demand, firm structure and R&D expenditure are three key components of
a NIS. The structure matrix I' — obtained by multiplying the pattern matrix
A and the factor inter-correlation matrix ® in equation (5) — may be used
to predict factor scores, which are employed as a summarising device to make
international comparisons. As reported on panel (D), on the basis of countries’
scores for each factor, we compute factor-specific country-rankings and an over-
all average country-ranking using the proportion of total variance explained by
each factor to weight factor-specific country-rankings.

If we focus on the first 15 positions of the average ranking (column Rank of
the panel), it emerges that only four countries are in the highest 10 positions for
all the three factors identified: Sweden (SE), Germany (DE), France (FR) and
Belgium (BE). A second group of countries is amongst the first 10 positions in
two out of three factors: Norway (NO), Ireland (IE) and Austria (AT) in factors
iMarket and iFirmStr, whereas Denmark (DK) and Finland (FI) in factors
iFirmStr and iRD. Finally, a third group of countries features prominently
in only one of the identified factors: Netherlands (NL), Czech Republic (CZ)
and Spain (ES) in iRD, whereas Italy (IT), Slovenia (SI) and Greece (EL) in
iMarket.

This is a first piece of evidence that will be considered, together with the
following country rankings along the remaining factors, in composing a picture
that positions subsets of countries in terms of strength in different NIS dimen-
sions. For instance, when considering the mid-positioned countries in terms
of innovation inputs, we observe that some of them might rank high in terms
of R&D intensity but locate much lower in terms of destination markets. The
top four enjoy strong private expenditures in R&D as well dynamic destination
markets.
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4.2 Firm cooperation links

For the analysis of firm cooperation links, we have considered the geographic
boundaries of cooperation links (with actors within the country, EU, China,
India and the US) as well as with other private actors (other firms within the
enterprise group, competitors in the same sector, private clients/customers).

Table 3 reports the results on factor analysis of firm cooperation links. The
pattern matrix in panel (A) shows that we have identified 3 factors (columns
of the panel) that jointly explain 73.5% of the total variance in the correlation
structure between variables.

The first factor identified, cEURNAT, loads high on cooperation with national
and EU partners as well as with firms within the enterprise group. The second
factor, cUSCNIN, has high loadings on cooperation with the US, China (CN)
and India (IN). The third factor, cCCC, loads high on cooperation links with
competitors, (private) clients and customers.

In panel (C) we look at the result of testing the (null) hypothesis that 3
factors are sufficient to describe the correlation structure between the manifest
variables. With a p-value of 0.302 we do not reject the null hypothesis.

Note that there is a marked asymmetry of (around) 10 percentage points
in the proportion of variance explained by each factor: cEURNAT accounts for
35.3%, cUSCNIN for 24.5% and, finally, cCCC for 13.7%. Thus, the variability
in firm cooperation links can be described by three latent factors of decreasing
(relative) importance: links with national/EU and enterprise group partners
feature prominently, cooperation with global players outside the EU are less
relevant (to explain cross-country variability) and a minor role can be ascribed
to cooperation links forged with competitors and customers.

The oblique transformation chosen to describe the results allows to mediate
the correlations between observed variables and identified factors by distin-
guishing the inter-factor correlations. In this case, as can be seen from panel
(B), factor correlations are always above 0.6, being particularly high between
national/EU and outer-EU countries (factors cEURNAT and cUSCNIN, respec-
tively). Thus, in view of the fact that these latter two factors also account for
most of the explained variance, the geographical domain of cooperation links
seems to be a prominent aspect of the national innovation systems analysed.

30Cooperation links involving public institutions are considered in the factor analysis concerning government
role and public sector policies.
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As reported on panel (D), if we focus on the first 15 positions of the average
ranking (column Rank of the panel), 8 countries are in the highest 10 positions
for all three factors identified: Finland (FT), Belgium (BE), Norway (NO), Swe-
den (SE), Netherlands (NL), Austria (AT), Denmark (DK) and Slovenia (SI).
This is related to the relatively high (and positive) inter-factor correlations, so
that above-average performance in one factor tends to correspond with a sim-
ilar outcome for other factors as well. Instead, Ireland (IE) and France (FR)
are amongst the first 10 countries as regards the two factors that account for
the greatest share of the explained variance (cEURNAT and cUSCNIN), though
have a relatively lower score in factor cCCC.

This second piece of evidence focusing on the international openness in co-
operation of firms shows a higher homogeneity in countries’ ranking along the
different factors, with a prominent position of Scandinavian countries in the
scope and intensity of cooperation at the national/EU and outer-EU levels.

4.8 Government innovation policies

For the analysis of government innovation policies, we have considered the
public sector actors which firms cooperate with (Government, Higher Education
Institutions/Research Institutes and public sector clients/customers), public
funding sources (Local /Regional Authorities and Central Government) as well
as source of public procurement, i.e. domestic or foreign. Within the latter, we
have also considered whether foreign procurement required innovation activities
as part of the contract.

Table 4 reports the results on factor analysis of the role of government and
public innovation policies, as captured by the CIS-2014. The pattern matrix in
panel (A) shows that we have identified 3 factors (columns of the panel) that
jointly explain 69.4% of the total variance in the correlation structure between
variables.

The first factor identified, gGvtFCo, loads high on cooperation links between
firms and government agencies, research institutes, universities, other higher
education institutions as well as public sector clients/customers. Moreover,
this first factor also loads high on funding received from the central govern-
ment. The second factor, gLRFDoPr, has high loadings on funding received by
firms from local/regional authorities and procurement contracts coming from
domestic sources. Finally, the third factor, gForPr, loads high on variables
related to foreign procurement contracts involving domestic firms.
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In panel (C) we look at the result of testing the (null) hypothesis that 3
factors are sufficient to describe the correlation structure between the manifest
variables. With a p-value of 0.355 we do not reject the null hypothesis.

Note that there is a marked asymmetry of (around) 16-18 percentage points
in the proportion of variance explained by the first factor in relation to the
remaining two: gGvtFCo accounts for 34.2%, gLRFDoPr for 18.6% and, finally,
gForPr for 16.6%. Thus, the first-order cross-country variability in the role
of government and public sector policies may be described by one latent fac-
tor that involves innovation cooperation links with public sector (and related)
agents as well as funding from central government sources. The two remaining
factors involving local /regional funding and public procurement describe a rel-
atively smaller, though still relevant, share of covariance between the manifest
variables.

As can be seen from panel (B), the oblique transformation chosen leads
to inter-factor correlations that are between 0.6 and 0.7 in all cases and, in
particular, correlation is relatively higher between the factor that accounts
for the majority of explained variance (gGvtFCo) and the other two factors
(gLRFDoPr and gForPr).

As reported on panel (D), if we focus on the first 15 positions of the average
ranking (column Rank of the panel), only five countries are in the highest 10
positions for all three factors identified: Belgium (BE), Finland (FI), Austria
(AT), Norway (NO) and Sweden (SE). Instead, five countries are within the first
10 positions in only one other factor beyond gGvtFCo: Ireland (IE), Germany
(DE) and France (FR) for factor gLRFDoPr, whereas the Netherlands (NL) and
Slovenia (SI) for factor gForPr. Most of the rest of countries within the top 15
average ranking positions feature amongst the highest 10 ranking positions in
only one of the factors identified.

4.4 Firm innovation outputs

For the analysis of innovation outputs we have considered firm-level average
productivity, patent applications and registration of trademarks, innovation
persistence, as well as the introduction of radical/incremental product and
process innovations.

Table 5 reports the results on factor analysis of innovation outputs. The
pattern matrix in panel (A) shows that we have identified 4 factors (columns
of the panel) that jointly explain 73% of the total variance in the correlation
structure between variables.
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The first factor identified, oRadPat, loads high on patent applications, reg-
istration of trademarks and turnover from radical product innovations.?! The
second factor, oIncrPcs has high loadings on incremental product innovations
and incremental /radical process innovations. The last two factors, load high
each on a single manifest variable: factor oOng on the persistence of innovation
activities, whereas factor oPtvty on turnover per employee (i.e. average gross
output labour productivity).

In panel (C) we look at the result of testing the (null) hypothesis that 4
factors are sufficient to describe the correlation structure between the manifest
variables. With a p-value of 0.155 we do not reject the null hypothesis.

Interestingly, there is a marked asymmetry in the proportion of variance ex-
plained by the first two factors (oRadPat and oIncrPcs) with respect to the re-
maining two factors (oOng and oPtvty). While the first two factors account for
48.5% of the 73% of variance explained (each almost equally contributing with
24 percentage points), the remaining two factors account for only 24.5% of the
variance explained (oOng accounting for 12.9% and oPtvty for 11.6%, respec-
tively). Thus, patents, trademarks and radical /incremental product/process
innovations account for a higher share of the observed cross-country variability
than the ongoing character of innovation and gross output labour productivity.

As panel (B) shows, the oblique transformation chosen gives rise to inter-
factor correlations which are relatively higher between factors oIncrPcs and
oRadPat, but also between the latter factor and oPtvty. Thus, the factor
composed of radical product innovation and patent applications is strongly
positively correlated with labour productivity.

As reported on panel (D), if we focus on the first 15 positions of the average
ranking (column Rank of the panel), 9 countries are within the highest 10
positions for all four factors identified: Belgium (BE), Norway (NO), Germany
(DE), Finland (FI), Sweden (SE), Austria (AT), Ireland (IE), Netherlands (NL)
and France (FR). Instead, two countries are within the first 10 positions in only
two factors (oOng and oPtvty): Italy (IT) and Denmark (DK), whereas the
remainder of top 15 countries scores relatively high in only one of the factors
identified.

Once again, this last piece of evidence on the dimension representing inno-
vation (and economic) performance of firms in countries shows that the same
core countries ranking high on the first three NIS dimensions described above

3In what follows, we assume that the introduction of a product (process) new to the market corresponds to a
radical product (process) innovation, whereas the introduction of a product (process) new to the firm (not
new to the market) corresponds to an incremental product (process) innovation.

25



also rank high in terms of outcomes. We go more in depth into unpacking this
evidence by looking at how the different NIS dimensions are related to each
other in the next section.

5 Mapping the relations among different dimensions of
European NIS

5.1 Comparing Country Rankings across Dimensions

We have shown that country rankings alongside the four NIS dimensions em-
pirically derived in the previous section are relatively similar across countries,
although a few important differences exist. In Figure 6, country rankings are
shown for pairs of dimensions. For each pair, the graph on the left visualises
the ranking of each country for each of the two dimensions. The graph on the
right plots the difference (gain or loss) in ranking positions between the first
and the second dimension. In the present subsection we look at these differ-
ences to describe and discuss the relations between different NIS dimensions.
In the subsection that follows we propose a more systematic analysis of the
correlations between factors.

Innovation Inputs and Outputs

The first question that we ask is: do countries whose firms are top ranked
in terms of innovation inputs (R&D expenditure, demand, and firm organisa-
tion) also achieve the best performance in terms of innovation output (radical
product innovation, process innovations, persistent innovation, and labour pro-
ductivity)? Figure 6 panel (a) shows that most countries that rank low on
innovation inputs rank low also on innovation output, as expected. As we
move to countries in the middle of the ranking distribution, a few countries
(e.g. Portugal and Cyprus) seem to gain more than others from relatively low
innovation inputs. At the top of the distribution, input/output rankings are
quite stable, with a couple of remarkable exceptions: Finland and Belgium
score significantly better in terms of innovation output than in terms of inputs,
whereas Denmark, France, and Sweden fare relatively low in relation to their
innovation inputs.
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Firm Cooperation, Inputs, and Qutputs

Next, we investigate if country differences in terms of firms’ innovation input
and output may be related to how firms cooperate with other firms and where
they tend to cooperate. The second question that we ask is: do countries that
rank high with respect to firms’ innovation linkages (cooperation with other
firms in the same enterprise group, country, EU, US, emerging countries, com-
petitors, and clients) also perform well with respect to innovation inputs and
outputs? The relation between collaboration and innovation inputs/outputs is
more unstable than the relation between innovation inputs and outputs.

Figure 6 panel (b) shows country rankings on collaborations and innovation
inputs (and country differences between the two). On the one hand, in some of
the top ranked countries for innovation inputs (such as Germany and France)
firms declare below average collaborations with other firms. In the case of
Germany (and Italy), for example, this is the case for all collaborations, whereas
in the case of France, it is with competitors and clients that firms reach close to
the lowest scores. On the other hand, some countries in which there is a large
proportion of firms with strong collaboration ties, have a weaker performance
in terms of innovation inputs, e.g. Finland and the Netherlands. Surprisingly
the main factor in which they do not excel in innovation inputs is international
demand: firms in these countries tend to collaborate more than average with
clients and competitors across the globe, but are in an average ranking position
with respect to demand links.

The difference in the rankings between innovation inputs and collaborations
suggests a story of substitution between the two. In several countries firms ei-
ther invest in collaborations, or in R&D and demand. Only in a few countries
(especially at the top and the bottom of the distribution) innovation inputs
and collaborations are similarly high or low. This trade-off may be related to
the shift from producer to open innovation (Baldwin and von Hippel, 2011), or
to the fact that firms and countries may choose to follow the tide or specialise
in different innovative activities (Adams, 2012), while these results seem to put
in a different perspective those emerging from earlier research on the comple-
mentarity between internal and external knowledge (Caloghirou et al., 2004).
However, Love and Roper (2001) find very similar results on complementarity
for UK, Irish and German firms. The question is open for further micro and
macro research.

For what concerns the complementarity between collaborations and innova-
tion outputs, Figure 6 panel (c¢) shows country rankings for collaborations and
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innovation outputs (and country differences between the two). Unlike the case
of inputs, here we find strong complementarity for the large majority of coun-
tries, but also a few cases of stark differences between the extent to which firms
tend to collaborate and their innovation output.

Some examples correspond to the same countries discussed above: German
and Italian firms have a reduced proportion of firms engaged in innovation
cooperation (of all types and geographies) with respect to how they score in
terms of innovation outputs. On the contrary, Estonian and Danish firms
collaborate more than average, but their output performance is below average.
In both cases this is especially related to radical product innovation and process
innovation — more than ongoing innovation and labour productivity.

Our results complement firm-level evidence based on subsets of countries
which finds that, in some cases, open innovation leads to better firm perfor-
mance (Powell et al., 1996; Nieto and Santamara, 2007), only for a certain
degree of openness (Berchicci, 2013), whereas in other cases there is no rela-
tion between cooperation ties (external links) and firm innovative performance
(Love and Roper, 2001), providing a broader view at the European level.

Public Investment, Firm Cooperation, Inputs and Outputs

The final question that we ask is: how do public institutions (collaboration
with public sector customers, universities and governmental organisations) and
policies (funding from the central and local governments, national and foreign
procurement) co-vary with innovation inputs, outputs, and collaborations? The
answers differ, so we will take one by one.

Figure 6 panel (d) shows country rankings for public innovation policies and
collaborations (and country differences between the two). The rankings are
rather stable: there seems to be very little crowding out between public and
private collaborations. For most countries in which firms enjoy public sup-
port to innovation and strong collaboration with public bodies, firms also have
above-average collaborations with the private sector (any type and geography
of collaboration).?> The main exception to this finding is Germany where, as
we have already observed, firms tend to collaborate with other firms less than
on average. Whether this is because of the high level of public support, or be-
cause of the the low reliance on external knowledge, is left for further research

32This finding is supported by micro evidence. For instance, dne Cappelen et al. (2012) find that Norwegian
firms that benefited from tax incentives to R&D innovated more, especially those who collaborated with
other firms.
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at the micro level.

Figure 6 panel (e) shows country rankings for public innovation policies and
innovation inputs (and country differences between the two). The overall pic-
ture is not very different from the one discussed for private collaborations —
unsurprisingly, given the stable ranking between public policies and private
collaborations just examined, but the differences in ranking are smaller. With
the exception of Italy, in the lower half of the distribution, countries with aver-
age or lower than average public support for firms’ innovation also experience
low innovation inputs. Italy is the only country in which firms experience quite
low public support, and above average innovation input.

Symmetrically, all countries in which firms experience above average gov-
ernment support (in one form of another), also show above-average innovation
inputs. Two Baltic countries on the fringe (Lithuania and Estonia) rank in the
middle of the distribution with respect to public support, but are well below
average with respect to innovation inputs.

Overall, the results seem to indicate that, from an aggregate perspective, and
considering different public interventions — such as central and local funding,
public private collaboration, and procurement — we observe little additionality,
as well as little crowding out.

Countries in which additionality may operate are: Germany, France, Swe-
den, Norway, and Denmark (ordered by the difference between the ranking in
government support and innovation inputs). Countries in which public support
may crowd out innovation inputs are: Finland, Belgium, Austria, Slovenia and
the Netherlands (ordered by the difference between the ranking in government
support and innovation inputs).?> However, to reiterate, differences in rankings
are quite small, and given the micro-aggregated nature of these results, it is
safer to argue that in countries where firms benefit from above-average public
support, this in some cases leads to even higher performance in terms of in-
novation inputs, whereas in other cases the performance in innovation inputs
does not match the extent of the public contribution.

33The micro empirical evidence partly support the macro picture. Aerts and Schmidt (2008) find no crowding
out of public R&D subsidies on Flemish and German firms (similarly Czarnitzki and Licht (2006), focusing
on German firms); Loof and Hesmati (2004) find additionality for small firms in Sweden; Griffith et al.
(2006) find a positive effect of central and local policies on R&D in Germany, France, Spain, and the UK;
in Norway, Clausen (2009) find a positive effect of public support on firm research, but a negative results
on firms development activities; Bloch and Graversen (2012) find a positive effect of R&D public funding
on private R&D spending. However, positive effect of public spending on firm R&D was also found in the
case of Belgium (Aerts and Czarnitzki, 2004), Austria (Falk, 2004), Slovenia (Jakli et al., 2013), and the
Netherlands (e.g. Lokshin and Mohnen, 2012, although only for small firms). Overall, Ziga-Vicente et al.
(2014) find that over 46 studies investigating additionality across EU countries, 33 find a positive effect,
seven find no significant effect and six find a negative effect.

30



Finally, is there any relation between public support and innovation outputs?
Figure 6 panel (f) shows country rankings for public innovation policies and
innovation outputs (and country differences between the two). Also in this
case, at the two extremes of the ranking distribution, innovation policies and
outcomes are quite well aligned: countries in which firms benefit from relatively
high public support also tend to score high in terms of innovation outputs.
Conversely, countries were firms receive little public support for innovation, also
tend to be on the low end of innovation performance. The main exception is
again Italy: despite the relatively limited role of innovation policies the country
ranks above average in terms of innovation outputs (as well as inputs). A few
more countries (with stronger role for government policies) perform better in
terms of output than innovation policies, including Germany. This is in line
with evidence at the micro level (e.g. Czarnitzki and Licht, 2006) that public
support of R&D has a significant positive effect on firms’ patenting activity.

However, the same countries that rank quite lower in terms of innovation
inputs than in terms of government policies also see a substantial difference
in ranking positions with respect to outputs: for these countries (Slovenia,
Lithuania and Estonia) innovation policies do not seem to lead to relevant firm
innovation effort nor outcomes.

Overall, the countries ranking comparisons provide an interesting picture of
homogeneity in ranking across the different NIS dimensions at the top and low
ends of the distributions, with an even more interesting story of exceptions
to this trend, which would deserve a more in-depth exploration, which we at-
tempt by means of a cluster analysis in the section that follows. These are:
Italy, which scores relatively low in terms of both public support and coopera-
tion links, albeit it enjoys an above average-ranking both in private innovation
inputs and outputs. German firms also make the country score relatively low
in terms of cooperation, although they benefit from higher than average pub-
lic support, but they score similarly high both in terms of input and output,
where the presence of dynamic demand might be prominent in determining the
ranking of the inputs. On the contrary, Denmark for instance, seems to score
lower in innovation outputs than its ranking positions in innovation inputs and
cooperation links would suggest.

It seems opportune therefore to look at how the factors — synthesising the
core dimensions of a NIS as derived above — are correlated with each other,
which would help making sense of the comparison amongst country rankings
just discussed.
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5.2 Factor Correlations

To get a better understanding of which factors might explain the relation be-
tween innovation policies, firm cooperation, innovation inputs and outputs, we
study the correlation amongst all factors, based on country rankings. Two fac-
tors are strongly correlated when all countries tend to have a similar ranking
on both factors, and weakly correlated otherwise. Figure 7 plots the correla-
tion matrix between every factor pair on a heat colour scale: the darker the
circle, the strongest the correlation. To keep the figure readable we plot only
the circles representing significant and positive correlations above 0.65.

First, we find that only some of the factors are significantly and positively
correlated (the matrix is relatively sparse). Second, some factors are correlated
with many other factors (lines and/or columns with many coloured circles),
whereas others are related to only one or two other factors (sparse lines and/or
TOWS).

Figure 7: Correlations between factors across countries
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In particular, the factors that are mostly correlated with other dimensions
of the innovation system are firm cooperation links, whether distant (with US,
India and China), or close (with firms from the same enterprise group, country,
or within the EU). However, firm cooperation is mainly correlated with other
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measures of cooperation or with government policies.

This is in line with the discussion on the comparison between country rank-
ings, and suggests that countries in which firms have strong innovation links
with other firms also invest substantially in supporting firm innovation. In
other words, two crucial aspects of the innovation system seem to be strongly
correlated: private and public interactions. More research is required to estab-
lish the causal links: does government support provide firms with the means
to collaborate? Or do firms which invest in collaborations with private firms,
also do so with governments and public research centres?

With respect to innovation inputs and outputs, distant and close collabo-
rations differ. As expected, cooperation is correlated with innovation inputs
pertaining to the same group. More interestingly, close collaborations, unlike
distant ones, are correlated with radical innovations; distant collaborations,
unlike close ones, are correlated with productivity and R&D expenditure.

Close and distant collaborations seem therefore to be complementary: in
countries where firms are more often than average able to introduce radical in-
novations, they are also more likely to establish close collaborations; in countries
where firms are more productive than average and spend more than average in
R&D, are also more likely to gain from distant collaborations.

Instead, the third factor characterising the cooperation dimension of NIS
— the ‘inward looking’ one with competitors and customers — is not corre-
lated with the other dimensions of the innovation system. However, like close
collaborations, it is correlated with radical innovations.

Public innovation policies are expectedly correlated with a sizeable number
of factors, in particular central government funding, cooperation with public
bodies, local government funding, and domestic procurement.

Besides the (already discussed) correlation with private actors, the figure
shows that, on the one hand, central government funding and collaboration
with public bodies is particularly correlated with radical innovation output. On
the other hand, local government support to innovation and public (domestic)
procurement seem to be more effective, being correlated with firms’ success in
radical innovation, incremental and process innovation, firm productivity, and
firms’ ability to access large shares of the market. This evidence surely deserves
some attention.

To summarise, we have looked at how the different dimensions of NIS, rep-
resented by our empirically derived factors of innovation inputs, collaborations
with other firms, public support and innovation inputs, are related to each
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other.

The main factors related to firms’ ability to produce radical innovations are
close collaborations with private firms (relatively close, and especially with
customers and competitors) and with public bodies, which benefit from gov-
ernment support (central and local) as well as public procurement.

Process and incremental product innovation are less related to the rest of the
innovation system. Countries in which firms introduce new to the firm products
and new processes (incremental and radical) more than the average, also seem
to benefit from local Government support and national procurement more than
average. All the other aspects of the innovation system are not correlated.

Firm performance, proxied here by labour productivity, is found to be above-
average in countries in which firms’ collaboration with distant partners is above-
average, and countries in which local government support and domestic public
procurement are also above-average.

Finally, ongoing innovation does not emerge as a relevant factor, uncorrelated
to all other aspects of the NIS.

In sum, the main aspects of the innovation system related to innovation
outputs are, in order: (i) local government support and domestic public pro-
curement (radical innovation, incremental innovation and productivity); (ii) in-
teractions with close firms (radical innovations); (iii) interactions with distant
firms (productivity); (iv) interaction with customers and competitors (radical
innovations); and (v) national government support (radical innovations).

Interestingly, a limited number of innovation inputs are correlated to inno-
vation outputs. The factor related to a firm’s ownership structure is correlated
with all outputs except for ongoing innovation activities. This factor is in turn
correlated with a higher propensity to invest in intramural and extramural
R&D. A higher frequency in accessing markets, instead, is correlated with a
higher than average firm labour productivity. Overall, in our analysis innova-
tion inputs are scarcely correlated with other aspects of the innovation system,
and significantly less than innovation outputs.

It is important at this stage to bear in mind that the articulated, descrip-
tive mapping of the NIS dimensions and their correlations are derived from
(micro-aggregated) firm-level variables. As such, the emerging results repre-
sent a snapshot of how country-specific firms perceive their national, local and
international environment in which they operate and devise their strategy. In
the best of NIS traditions, the discussion above challenges to a great extent the
traditional linear model of R&D. The fact that radical innovation, patenting
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and innovation-led productivity are more strongly correlated to public support
in any form and cooperation with distant and close partners, than the simple
amount of resources devoted internally to R&D, is emblematic.

6 Varieties of European Innovation Systems?

We now turn to gather all the pieces of evidence into a coherent whole, with
the aim of unravel the presence of regular patterns and different varieties of
European NIS. On the basis of this, we will then attempt a brief discussion
on what are the directions that innovation and industrial policy should take
to ensure catching up of peripheral macro-regions in Europe and overcome the
‘European Paradox’.

We perform a cluster analysis of countries with respect to their ranking in
each of the factors. From the 26 countries we obtained seven clusters (see
Table 8 below). Three clusters with high-ranking countries in one or more of
the factors, which we label, in order, FrontierSmall, NorthSmall, and G7+IE;
an intermediate cluster, of countries in the middle of the ranking distribution
with respect to innovation inputs and outputs, which we label LargeMed+CZ;
and three clusters with low-ranking countries on most factors, which we label,
in order, SmallMed+LT, CE+EE and CEE.

We examine these innovation systems in turn, and briefly discuss their prop-
erties.

The Top-notch NIS. The FrontierSmall cluster is composed of countries
that are ranked the highest with respect to a large number of factors (and rank
above average in the remaining factors): Austria (AT), Belgium (BE), Finland
(FI), and Norway (NO). These are all relatively small countries (two of which
are Nordic countries), with the highest ranking in terms of Government support
and public private collaboration, all private collaborations (except those with
outer-EU in the US, India, and China), and relevant output indicators such as
radical product innovations and labour productivity.

All countries are quite homogeneous, expect for a few exceptions. For in-
stance, Belgian firms are less likely to engage in cooperation with customers
and competitors compared with the other three countries; Austrian and Bel-
gian firms receive more funding from local Governments and less from the
central Government with respect to Norwegian firms, which are also less likely
to collaborate with public bodies than the other three countries; with respect
to innovation outputs, Norwegian firms perform better with respect to labour
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productivity, whereas firms from the other three countries are more likely to
produce a radical innovation. Overall this cluster of (relatively small) countries
shows a typical NIS virtuous pathway: high public support which is comple-
mented by high public-private links, mainly local and national and associated
high innovation and economic performance of firms.

The Demand-pulled NIS. The G7+IE cluster is complementary to

FrontierSmall. It is formed of two of the largest, core EU countries —
Germany (DE) and France (FR) — plus Ireland (IE). These countries are par-
ticularly strong in terms of innovation inputs, though interestingly especially
demand and firm organisation, but also process innovation and incremental in-
novations. Their ranking position is above-average in all other factors, except
for collaborations with customers/competitors and foreign procurement.

Although similar in many respects, these countries are less homogeneous than
the previous group: as already noted German firms rely less than average on
collaborations with other firms (this is not the case for France and Ireland) and
compensate with a larger collaboration with universities and public research
centres; Irish firms also benefit more from public support (central and local),
have a higher demand in all markets, and invest less in R&D than German and
French firms. This evidence suggests that these countries have a model of NIS
pulled by demand (foreign and national), which is associated to high public
(national) support to innovation in firms and direct public sector procurement.

The linear R&D-based NIS. The NorthSmall cluster is composed of three
small countries in Northern Europe — Denmark (DK), the Netherlands (NL),
and Sweden (SE) — where firms tend to invest more than in other clusters in
R&D and knowledge acquisition, engage more than others in cooperation with
non-EU firms, show persistence in their innovation activities, and rank above-
average in all other factors. The weakest point of this group of countries are
the local government support and domestic public procurement (particularly
low in the Netherlands) and process and incremental innovation.

Although the group is relatively homogeneous, the main driver in terms of
R&D investment and ongoing innovation is Sweden. Other differences are in
public support, with Dutch firms receiving more support from the central gov-
ernment and Danish and Swedish firms receiving more support via local govern-
ments and domestic procurement. Danish firms also innovate less with respect
to Dutch and Swedish firms, especially in new products. This NIS cluster is
the closest to a ‘linear’ R&D model, where private investment in research en-
sures persistent innovation, and is coupled with systematic public (national)
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support. Being driven by R&D efforts of firms, innovation (global) cooperation
also seems to be important, small NIS are ‘outward-looking’ in terms of private
cooperation.

Even though these three innovation systems are rather different, they are
quite successful, for different reasons. In the FrontierSmall cluster firms are
at the innovation frontier, and are backed by strong government support and
relations with other firms. In the G7+IE cluster innovation system firms’ are
probably more heterogeneous, but on average enjoy large and sustained de-
mand, and innovate more than average, particularly in relation to processes.
However, they receive substantially less support from the government (although
there are consistent differences between countries). Finally, in the NorthSmall
cluster firms invest considerably in R&D, are well connected, and are relatively
well supported by the government, although here as well there are differences
in innovation policies, ranging from central to local government support and
public procurement.

The Coping NIS. The LargeMed+CZ cluster is formed by large Southern
countries where firms receive fairly small support from the government (in any
form), collaborate less with other firms than in most other countries (close or
distant), but are still well above-average with respect to investment in R&D,
radical innovation and productivity — although less performing than firms in
the first three groups. These are Italy (IT), Spain (ES), and the Czech Republic
(CZ).

Although relatively homogeneous, there a number of differences in this group
of countries, particularly with respect to the Czech Republic. First, Czech firms
relay substantially more on government support and procurement and they
collaborate substantially more than firms in Spain and Italy; second, Italian
firms are those that invest the least in R&D, especially external R&D; finally,
despite other similarities, Spanish firms are well below-average with respect
to innovation output indicators, whereas Czech and Italian firms are above-
average.

Even though it is less the case for Spain, this is a quite outstanding cluster,
from the point of view of coping with a relatively poor public support and
opportunities for innovation cooperation (private and public), and yet where
firms (especially in Italy) manage to get close to the level of top EU performers.

The ‘Spoiled’ under-performing NIS. The SmallMed+LT is almost sym-
metric with respect to the LargeMed+CZ group. It is formed of small Mediter-
ranean and Baltic countries, where firms receive above-average support from
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the government, and collaborate above-average with other firms, but rank quite
low in relation to innovation output: Croatia (HR), Cyprus (CY), Greece (EL),
Lithuania (LT), Portugal (PT), and Slovenia (SI). In the case of Slovenia, for
instance, it seems that the cumulative effect of public funding of firm R%D is
slowly positively affecting firm incentives to invest (Jakli et al., 2013).

The difference between large (LargeMed+CZ) and small (SmallMed+LT) Mediter-
ranean innovation systems is quite interesting and raises a number of questions.
Why do firms that, on average, receive more government support, are more con-
nected, even than the average firm in G7+IE group, lag behind the other clusters
of countries (part from Slovenia, with respect to innovation outputs)? By far
the weakest point seems to be firm investment in R&D, which despite all the
support and linkages is, on average, well below even that of the last two groups
of countries (CE+EE and CEE). Whether this is due to crowding out, or aspects of
the innovation systems that we do not capture here, is an interesting question
that is left for further research at the micro level and country-specific.

The Embryonic NIS. The last two groups, CE+EE and in particular CEE,
include countries that rank below-average with respect to all firm indicators:
Estonia (EE), Hungary (HU) and Slovakia (SK) in the CE+EE group, and Bul-
garia (BG), Lithuania (LT), Poland (PL), and Romania (RO) in CEE. The main
exception are the private investment in R&D of firms in Estonia and the rele-
vance of foreign procurement in Estonia and Slovakia, which, however, do not
seem to have had the time to have an impact on the system so far.

Overall, this articulated map of European NIS contributes to unpack fur-
ther the two main clusters of ‘Leading Elite’ and ‘Catching-up’ countries em-
pirically derived in Cirillo et al. (2016b), by relying on a larger number of
factors/dimensions of NIS and a cluster analysis based on country rankings
of several factors’ scores. Emerging results have different, interesting nuances
that we have represented by the NIS clusters’ labelling.

Albeit providing a static picture here, the main take-home message is very
much in line with the original NIS approach, i.e. private R&D expenditures
by firms are certainly not enough to make countries successful. Interestingly,
public support alone, either in the form of public procurement or support in
terms of tax credits, is not enough either. The challenge is to identify what
sorts of initial conditions and public-private interactions and demand conditions
need to be steered together to get to a Top-Notch class. We reprise some of
these issues in the concluding section.
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7 Final Remarks

This paper has built upon the literatures on National Innovation System(s)
(NIS) and complemented the extant, few, empirically grounded attempts to
quantify the complexity of dimensions that characterise NIS. Namely, it has
added to the exercises in Shrolec and Verspagen (2008) and Cirillo et al.
(2016b), by providing a novel, micro-level grounded mapping of European Na-
tional Innovation Systems.

We have sacrificed the longitudinal perspective, that others in the literature
have focused on (see, among others, Castellacci and Natera, 2013), to offer a
fine-grained, firm-level grounded picture of the composite dimensions of NIS.
We have highlighted in the introduction that we have chosen to privilege the
emphasis that the NIS approach has traditionally put on firms behaviour and
performance, and looked at the complex network of actors, which firms interact
with and respond to. We have taken into account the structure, innovation
strategy and performance of the firms and related them to several institutional
characteristics of the NIS, such as the nature of public sector support (e.g.
cooperation and procurement) and the characteristics of the public-private links
(e.g. with universities, foreign institutions and/or other firms).

Our main aim has been, essentially, one of empirically systematising and
mapping not only the complex set of dimensions of NIS but also their com-
plementarity and substitutability, as well as how European countries score in
terms of the different (latent) dimensions. We have been able to unravel and
obtain characteristics of the NIS that position European countries in several
clusters, some of which have the features of Top Notch technological clubs, oth-
ers of typical latecomers (the Embryonic NIS). However, we have also identified
national and cluster stories that are at odds with the traditional NIS prescrip-
tions, as the examples of countries that perform well despite (public) adversity
(the Coping NIS) and others that perform badly despite a substantial public
support (the Spoiled and under-performing NIS).

The nuances of the European NIS are therefore several, as expected from a
high heterogeneity of country size, industrial structures, firm behaviour, out-
ward strategies, and nature of public support. The common denominator is
that NIS pathways are never attributable to a single dimension, say investment
in R&D in firms or public procurement. Not only there is not a ‘one size fit
all” recipe, but the recipe needs to be tailored to the complexity of conditions
and it is not usually only pumping public funds into R&D, which is obviously
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a necessary but not sufficient condition.

The challenges for industrial and innovation policies are therefore at several
levels: one of speeding up the process of moving away from the initial con-
ditions; one of timing of public intervention with respect to the extent that
absorptive capacity of firms allows to benefit from it; one of identification of
the technological opportunities that best fit the industrial structure; one of
appropriate steering of technological upgrading and structural change; one of
ensuring macro-level policies that create favourable demand conditions. After
all, one of the most virtuous examples of NIS are the demand-pulled ones, where
a sustained domestic and international demand require persistent innovation
efforts by firms and public organisations.

This paper also opens more questions than it does offer in terms of answers.
By mapping the crucial relations between innovation inputs, cooperation links,
public support and outputs, we have found a number of non-trivial patterns in
European countries’ innovation systems. However, because we derive these by
merging results from average firms within the innovation survey, we are not able
to explain many of these regularities. On the contrary, we leave a number of
open questions that we hope inspire much needed future research to provide a
theoretical grounding to the role of different dimensions of innovation systems.

We summarise some of these questions below.

Are firm collaborations more important for innovation inputs or output?

To what extent can we safely argue that (at the micro level) private-private
collaborations are complementary to public-private collaborations and support?
More research is required to establish the causal links: does government sup-
port provide firms with the means to collaborate? Or do firms that invest
in collaborations with private firms, also do so with governments and public
research centres?

In the few cases in which they seem to be substitutes (Germany), is it because
the public support and procurement satisfies the access to external knowledge
of firms?

Is additionality a cross-country phenomenon? We need micro level compar-
ative/ble studies that analyse the role of public support to firm innovation
(inputs) across different innovation systems.*

What is missing in the Coping NIS (the small Mediterranean innovation

34Griffith et al. (2006) and Freitas et al. (2017) are two relevant examples: the first focus on innovation inputs
show limited differences between France, Germany, Spain and the UK; the second, instead, shows that firm
innovation behaviour differ significantly across Norway, Italy and France, especially when considering both
innovation inputs and outputs in relation to sectoral differences.
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systems SmallMed+LT) which feature strong public support and linkages, but
relatively low innovation output and quite small levels of private R&D?

What would be the effect of increased support in countries in the Spoiled and
under-performing (LargeMed+CZ) NIS, where firms manage to innovate close to
the frontier, but the support is extremely low?

We trust the present contribution sparks the need to investigate further some
of these questions, and helps informing policies that are able to go beyond a
simplistic Lisbon Strategy ‘3% narrative’ and devise public intervention that
supports innovation and upgrading for the European periphery to catch up.
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Appendixes

A Consolitadtion of dataset and imputation of missing

values

Eurostat’s publicly available micro-aggregated CIS 2014 database is presented
as a series of data files covering different aspects of the CIS questionnaire. In
particular we considered the following files:

Table 1: Eurostat CIS-2014 files

File Label Description

1 bas Basic economic information on the enterprises

2 gen General information on the enterprises

3  type Enterprises by main types of innovation

4  spec Enterprises by specific types of innovation

5 prod Product and process innovative enterprises

6 exp Innovation activities and expenditures in the enterprises

7  pub Public funding in the enterprises

8 coop Types of co-operation of the enterprises

9  proc Public sector procurement and innovation in the enterprises
10 ipr Intellectual property rights and licensing in the enterprises

As reported in panel (A) of Table 9, 21 out of the 33 variables considered
had missing values for, at least, one of the 26 countries included in the analy-
sis. Thus, an estimation procedure to obtain within-sample predictions for the
missing values had to be devised.

We proceeded as follows. First, we identified the subset of variables { X j}?i 1
for which all countries have full data coverage (i.e. panel (B) of Table 9). Ob-
servations for those qp variables are available for the C'r countries with full
data as well as for the C); countries with some missing data.

Second, we considered each one of the variables in panel (A) of Table 9 at a
time. Assume we label it Z. Observations for variable Z are available only for
the set of C'r countries.

Third, we identified amongst {X j}?i , those variables j for which:

p(Z,X;)>0.95 x max{p(Z,X,),r=1,...,qr} (6)

i.e. the correlation with variable Z was higher than 95% of the maximum cor-
relation value.
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In this way, we aimed at singling out variables with observations available
for all countries that are strongly (and positively) correlated with variable Z,
available to only some of the countries. We denote by ¢, the number of variables
that satisfy condition (6).

In the fourth place, we postulated the following linear probability model for
the C'r countries with full data availability:

ZZ:ﬂO—{_/BTmZ—i_EZ; Z:1770F (7)

where ; is an ¢, X 1 vector of observations for the ¢, variables in country . We
then estimated (7) using ordinary least squares (OLS, hereinafter), obtaining
point estimates (Bo, B)

Then, we predicted Z; on the basis of (BO, B) and x; for those C); countries
with missing values of Z:

ZAZ:BO+BT£U27 7':17761]\4 (8)

imputing Z: as an estimate of Z; for the exploratory factor analysis.

B Comparison with the European Innovation Scoreboard
(EIS 2014)

Indicators have pros and cons and can lead to quite different outcomes in as-
sessing the innovation performance of countries, organisations or individuals
(e.g. Rafols et al., 2012b,a; van Raan, 2005). In the paper we discuss a num-
ber of efforts undertaken by innovation scholars to study countries’ innovation
performance. All these indicators bring together several measures which may
or may not be related to innovation, such as education, economic performance,
entrepreneurship, etc.

Instead, the indicator that we propose is based exclusively on firm informa-
tion: firm experience in terms of innovation input, outputs, as well as support
and linkages. The proposed indicator should allow to better capture innovation,
because it does not refer, for instance, to a general figure of public investment,
but to which extent that investment is used by firms.

In the analysis of EU countries’ innovative performance, one of the most
diffused indicators is the European Innovation Scoreboard (EIS, hereinafter).
In order to assess the firm-based indicator of innovative output proposed in this
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paper we compare the country-ranking between the two indicators, for those
countries available in both of them. Figure 10 plots the relative ranking of
each country (left panel) for our indicator of innovation output (left column)
and the EIS for 2014 (right column), as well as the difference between the two
(right panel).

Figure 10: Ranking differences between Innovation Outputs and EIS-2014
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For most countries the ranking is remarkably similar. There are a few no-
table exceptions: we rank Belgium (BE), Norway (NO), Portugal (PT) and
Lithuania (LT) higher than in the EIS, whereas we rank Denmark (DK) and
Estonia (EE) lower than in the EIS. These differences boil down to the infor-
mation considered. For instance, we do not control for educational attainment,
research, and economic outputs. As discussed, we focus only on innovation, and
in particular on firm innovative experience. These missing variables are likely
to be the main cause of the differences between the two indicators. However,
our interest in this paper is in the firm level perspective on innovation, which
is better captured by our proposed synthetic measure of innovation outputs.
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C Additional Table: average indicator values by cluster
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