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Artificial intelligence (AI) can have, and already is having, a profound impact on our society, from healthcare, agriculture and industry to financial services and education. However, as the United Nations Secretary-General António Guterres stated in his 2018 Strategy on New Technologies, “while these technologies hold great promise, they are not risk-free, and some inspire anxiety and even fear. They can be used to malicious ends or have unintended negative consequences”. AI embodies this duality perhaps more than any other emerging technology today. While it can bring improvements to many sectors, it also has the potential to obstruct the enjoyment of human rights and fundamental freedoms – in particular the rights to privacy, freedom of thought and expression, and non-discrimination. Thus, any exploration of the use of AI-enabled technologies must always go hand-in-hand with efforts to prevent potential infringement upon human rights. In this context, we have observed many international and regional organizations, national authorities and civil society organizations working on initiatives aimed at putting in place ethical guidelines regarding the use of AI, as well as the emergence of proto-legal frameworks.

This duality is most obviously prevalent online, where increased terrorist activity is a growing challenge that is becoming almost synonymous with modern terrorism. Consider that as part of 2020 Referral Action Day, Europol and 17 Member States identified and assessed for removal as many as 1,906 URLs linking to terrorist content on 180 platforms and websites in one day. Facebook has indicated that over the course of two years it removed more than 26 million pieces of content from groups such as the Islamic State of Iraq and the Levant (ISIL) and Al-Qaida. The Internet and social media are proving to be powerful tools in the hands of such groups, enabling them to communicate, spread their messages, raise funds, recruit supporters, inspire and coordinate attacks, and target vulnerable persons.

In the United Nations Global-Counter Terrorism Strategy (A/RES/60/288), Member States resolved to work with the United Nations with due regard to confidentiality, respecting human rights and in compliance with other obligations under international law, to explore ways to coordinate efforts at the international and regional levels to counter terrorism in all its forms and manifestations on the Internet and use the Internet as a tool for countering the spread of terrorism. At the same time, the Strategy recognizes that Member States may require assistance to meet these commitments.

Through the present report – a product of the partnership between the United Nations Counter-Terrorism Centre in the United Nations Office of Counter-Terrorism and the United Nations Interregional Crime and Justice Research Institute through its Centre for Artificial Intelligence and Robotics – we seek to explore how AI can be used to combat the threat of terrorism online.
Recognizing the threat of terrorism, growing rates of digitalization and burgeoning young, vulnerable and online populations in South Asia and South-East Asia, this report provides guidance to law enforcement and counter-terrorism agencies in South Asia and South-East Asia on the potential application of AI to counter terrorism online, as well as on the many human rights, technical and political challenges they will need to consider and address should they opt to do so.

Our work does not end here. Addressing the challenges identified in this report and unlocking the potential for using AI to counter terrorism will require further in-depth analysis. Our Offices stand ready to support Member States and other counter-terrorism partners to prevent and combat terrorism, in all its forms and manifestations, and to explore innovative and human rights-compliant approaches to do so.
The integration of digital technologies into everyday life has increased at an extraordinary pace in South Asia and South-East Asia in recent years, with the use of social media by the regions’ notably young population surpassing the global average. While this trend offers a wide range of opportunities for development, the freedom of expression, political participation, and civic action, it also increases the risk of potentially vulnerable youths being exposed to terrorist online content produced by terrorist and violent extremist groups online. Additionally, given an established terrorist and violent extremist presence in South Asia and South-East Asia, law enforcement and counter-terrorism agencies in these regions are increasingly pressed to adapt to transformations in criminal and terrorist activities, as well as to how investigations into these activities are carried out.

Artificial intelligence (AI) has received considerable attention globally as a tool that can process vast quantities of data and discover patterns and correlations in the data unseen to the human eye, which can enhance effectiveness and efficiency in the analysis of complex information. As a general-purpose technology, such benefits can also be leveraged in the field of counter-terrorism. In light of this, there is growing interest amongst law enforcement and counter-terrorism agencies globally in exploring how the transformative potential of AI can be unlocked.

Considering the aforementioned trends and developments, this report serves as an introduction to the use of AI to counter terrorism online for law enforcement and counter-terrorism agencies in the regions of South Asia and South-East Asia. This report is introductory in nature as a result of the limited publicly available information on the degree of technological readiness of law enforcement and counter-terrorism agencies in these regions, which is considered likely to be indicative of limited experience with this technology. In this regard, the report provides a broad assessment of different use cases of AI, demonstrating the opportunities of the technology, as well as curbing out the challenges. The report is intended to serve as an initial mapping of AI, contextualizing possible use cases of the technology that could theoretically be deployed in the regions, whilst juxtaposing this with the key challenges that authorities must overcome to ensure the use of AI is responsible and human rights compliant. Give its introductory nature, this report is by no means intended to be an exhaustive overview of the application of AI to counter terrorism online.

The report is divided into five chapters. The first chapter provides a general introduction to the context of terrorism, Internet usage in South Asia and South-East Asia and AI. The second chapter introduces and explains some key terms, technologies, and processes relevant for this report from a technical perspective. The third chapter maps applications of AI in the context of countering the terrorist use of the Internet and social media, focusing on six identified use cases, namely: i) Predictive analytics for terrorist activities; ii) Identifying red flags of radicalization; iii) Detecting mis- and disinformation spread by terrorists for strategic purposes; iv) Automated content moderation and takedown; v) Countering terrorist and violent extremist narratives; and vi) Managing heavy data analysis demands. The fourth chapter examines the challenges that law enforcement and counter-terrorism agencies must be prepared to address in their exploration of the technology, in particular specific political and legal challenges, as well as technical issues. The report concludes with the fifth and final chapter, which provides high-level recommendations for law enforcement and counter-terrorism agencies in South Asia and South-East Asia to take onboard to support them to navigate the challenges described in terms of the use of AI to counter terrorism online.
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South Asia and South-East Asia, like many parts of the world, grapple with the threat of terrorism and violent extremism. This includes both home-grown organized violent extremist groups such as Jemaah Islamiyah and internationally-oriented groups such as the Islamic State in Iraq and the Levant (ISIL, also known as Da’esh) and Al-Qaida, which includes local affiliated groups such as the Abu Sayyaf Group.

These regions have become important areas of focus for terrorist and violent extremist groups in terms of recruitment. At its height in 2015, over 30,000 foreign terrorist fighters, from more than 100 States, were believed to have joined ISIL. Of this, more than 1,500 persons from South Asia and South-East Asia alone are believed to have travelled to ISIL-controlled territory. By July 2017, at which point ISIL had begun to lose significant percentages of its territory, the regions of South Asia and South-East Asia saw significant numbers of foreign fighters returning to their home countries, as well as significant numbers of foreign fighters not originally from these regions relocating to South Asia and South-East Asia instead of returning to their home countries. Radicalization poses an increasing threat in the regions. For example, the Ministry of Home Affairs and Law of Singapore recently indicated that the timeframe for recruitment has been reduced from approximately twenty-two to nine months. The terrorist landscape in South-East Asia has also notably witnessed a growing number of women in terrorism. This rising number of women in terrorism is believed to be linked with broader trends of increasingly self-directed terrorist attacks perpetrated by lone terrorist actors or groups. The COVID-19 pandemic has also had an effect on the radicalization and recruitment-related phenomenon, with many Member States – including from South Asia and South-East Asia – raising concerns about radicalization in the context of the large numbers of people connected to the Internet for extended periods of time.

The presence of terrorist and violent extremists in South Asia and South-East Asia is, however, not a new development, with these regions each having their own experience with diverse forms of national, regional and international violent extremism and having developed extensive experience in countering terrorism. The bombing of the Colombo World Trade Centre in October 1997, the Bali bombings in October 2002, the bombing of Super Ferry 14 in the Manila Bay in February 2004, and the Mumbai attacks in November 2008 are all testament to the trials the regions have faced.

Another global trend that the regions of South Asia and South-East Asia have faced in recent years is that of "digitization". Indeed, the integration of digital technologies into everyday life in South Asia and South-East Asia is something that has been increasing at an extraordinary pace. While there is no single driver, a key factor often acknowledged is the large percentages of youths throughout the regions. Notably, more than 70.2% of the population in South Asia and

---

3 Ibid.
6 Ibid.
7 Analytical Support and Sanctions Monitoring Team submitted pursuant to resolution 2368 (2017) concerning ISIL (Da’esh), Al-Qaida and associated individuals and entities, Twenty-seventh report, S/2021/68 (3 February 2021).
South-East Asia are under 40 years old. This young population is exceptionally active online with “more than 55% using social media extensively, which is 13% more than the world’s average”. As with younger generations across the globe, many are so-called “digital natives” – persons born or brought up during the digital age and possessing high-levels of familiarity with computers, the Internet and digital technology from an early age – and, thus, have a higher acceptance of Internet-related services and are enthusiastic users of social media. In line with this, the Association of Southeast Asian Nations (ASEAN) is, tellingly, the fastest-growing Internet market in the world, with 125,000 new users joining the Internet every day. It was reported that almost 60% of the global social media users in 2020 were located in Asia. The COVID-19 pandemic has equally played a role in expediting the process of digitization in the regions, with youths in South Asia and South-East Asia expanding their digital footprint throughout 2020 and more than 70% believing that their increased use of social media will last beyond the pandemic. The use of social media grew the most in comparison with other online services, according to the respondents of the ASEAN Youth Survey 2020 conducted by the World Economic Forum.

Naturally, these developments present a wide range of opportunities – if they are leveraged appropriately. The Internet and social media have demonstrated their beneficial potential in South Asia and South-East Asia on many occasions, for instance, as an accelerator of grassroots activism. Studies in South-East Asia over the last decade have demonstrated a positive correlation between social media use, political participation, and civic action in both democratic and authoritarian systems. Unfortunately, however, the advantages of the Internet and social media that support civil society movements also make them appealing to actors with malicious intent and present a plethora of challenges for authorities in South Asia and South-East Asia, as well as globally.

---

17 Ibid.
Terrorists and violent extremists around the world have adapted to the new digital paradigms of the 21st Century, learning to use information and communications technologies, and in particular online spaces and the multitude of interactive applications and social media platforms, to further their objectives – for instance, to spread hateful ideology and propaganda, recruit new members, organize financial support and operational tactics and manage supportive online communities. The use of such technologies in South Asia and South-East Asia parallels the use in other parts of the world, with social media and highly localized content tailored to local grievances and available in local languages playing a particularly important role in radicalization and recruitment. For instance, according to the former Home Affairs Minister of Malaysia, Ahmad Zahid Hamidi, social media was responsible for approximately 17 percent of ISIL recruitment in the country. Similarly, in Singapore, of 21 nationals held for terrorism-related activities under the Internal Security Act between 2015 and 2018, 19 were radicalized by ISIL propaganda online, with the other two being radicalized by other online content encouraging participation in the Syrian conflict. The relevance of such information and communications technologies throughout these regions in recent years can also be seen in national responses. For example, in Indonesia, the Ministry of Communications and Information Technology petitioned the encrypted messaging app Telegram to set up a specialized team of moderators familiar with Indonesian languages to specifically moderate terrorist content being spread in Indonesia.

In addition to having to understand a widening threat landscape beyond the physical domain, law enforcement and counter-terrorism agencies are being tested and challenged to deal with extensive and complex investigations in increasingly data-heavy environments that fall outside their traditional areas of expertise. Large cases can take several years of work to search through and cross-check relevant case information, meaning that finding one key piece of information or being able to single out the most important leads for the purposes of an investigation has never been so difficult. Law enforcement and counter-terrorism agencies across the globe therefore find themselves being pressed to keep up with the digital transformation.

Confronted by the reality that an inability to keep up may result in failing to obstruct a terrorist plot and lead to the loss of lives, there is increasing interest in exploring tools, techniques, or processes to fill operational and capacity gaps of law enforcement and counter-terrorism agencies in combatting terrorism online. One field that is receiving considerable interest globally from both public and private sector entities confronting similar “informational overloads” is artificial intelligence (AI). As will be explained in the following chapter, AI is the field of computer science aimed at developing computer systems capable of performing tasks that would normally require human intelligence, such as visual perception, speech recognition, translation between languages, decision-making, and problem-solving. Much of the appeal of AI lies in its ability to analyze vast amounts of data – also referred to as “big data” – faster and with greater ease than a human analyst or even a team of analysts can do, and, in doing so, to discover patterns and correlations unseen to the human eye. Moreover, AI can extrapolate likely outcomes of a given scenario based on available data.

Seen for a long time as little more than science fiction, AI is already being used throughout the public and private sector for a range of beneficial purposes. For instance, AI has played a role in helping to significantly speed up the development of messenger ribonucleic acid (mRNA)-based vaccines, such as those now being used to rein in the COVID-19 pandemic, and is being deployed to help broker peace deals in war-torn Libya and Yemen. The United Nations

19 Ibid
24 Whether those predictions are accurate or not and how that impacts the use of AI to combat the terrorist use of the Internet is analyzed in the third and fourth chapters.
Secretary-General, António Guterres, has indicated that, if harnessed appropriately and anchored in the values and obligations defined by the Charter of the United Nations and the Universal Declaration of Human Rights, AI can play a role in the fulfilment of the 2030 Agenda for Sustainable Development, by contributing to end poverty, protect the planet and ensure peace and prosperity for all.27

AI can be a powerful tool in counter-terrorism, enabling law enforcement and counter-terrorism agencies to realize game-changing potential, enhancing effectiveness, augmenting existing capacities and enabling them to manage with the massive increase in data. AI can support law enforcement and counter-terrorism agencies, for example, by automating highly repetitive tasks to reduce workload; assisting analysts through predictions of future terrorist scenarios for well-defined, narrow settings; identifying suspicious financial transactions that may be indicative of the financing of terrorism; as well as monitoring Internet spaces for terrorist activity at a scale and speed beyond traditionally available human capabilities.

Excitement about the potential for societal advancement with AI is, however, tempered by growing concerns about possible adverse impacts and unintended consequences that may flow from the deployment of this technology. As a result, AI is currently the subject of extensive debate among technologists, ethicists, and policymakers worldwide. With counter-terrorism – and particularly pre-emptive forms of counter-terrorism – already at the forefront of debates about human rights protection, the development and deployment of AI raises acute human rights concerns in these contexts.28

Nevertheless, from a security perspective, the need for law enforcement and counter-terrorism agencies to adapt to the digital transformation certainly exists. It could even be said to be particularly pressing for South Asia and South-East Asia, given the increased rate of digitalization and the growing presence of younger, potentially vulnerable, ele-

---


28 Although these issues will be touch upon in this report, for further analysis see: OHCHR, UNOCT-UNCCT & UNICRI. (2021). Human Rights Aspects to the Use of Artificial Intelligence in Counter-Terrorism.
ments of local populations online, as well as established terrorist and violent extremist presence in the regions. It is, however, relevant to note that there is limited publicly available information on the degree of technological readiness of law enforcement and counter-terrorism agencies in South Asia and South-East Asia or in terms of any specific capabilities that might be available or under development. Given the relatively nascent state of the use of AI for counter-terrorism purposes, this is likely indicative of limited knowledge or experience with this technology in these regions.

A recent survey carried out by UNICRI and INTERPOL at the Third Annual Global Meeting on AI for Law Enforcement attested to the general embryonic state of the use of AI in law enforcement at large. From 50 representatives of the law enforcement agencies around the world, 50% considered that the level of AI knowledge and expertise within their organization was “rudimentary”, 30% considered it “intermediary” and only 20% considered it to be “advanced”.

![Figure 1: INTERPOL-UNICRI survey on self-perception of the level of AI knowledge and experience in law enforcement](image)

Against this backdrop, this report aims to serve as an introduction for law enforcement and counter-terrorism agencies in South Asia and South-East Asia on the application of AI in the context of countering terrorism online. The report provides a broad assessment of different use cases, demonstrating the opportunities presented by this technology, as well as curbing out the challenges. The report is intended to serve as a mapping of AI, contextualizing possible use cases of the technology that could theoretically be deployed in the regions, whilst juxtaposing this with key challenges that authorities must overcome to ensure the use of AI is responsible and human rights compliant. Although the report is specifically intended for law enforcement and counter-terrorism agencies in South Asia and South-East Asia, its scope and structure also lend to it being a useful resource for law enforcement and counter-terrorism agencies globally.

In the preparation of this report, the United Nations Counter-Terrorism Centre (UNCCT) of the United Nations Office of Counter-Terrorism (UNOCT) and the United Nations Interregional Crime and Justice Research Institute (UNICRI) have relied predominantly on desk-based research and open-source information, such as articles, reports (including media reports), and conducted partially closed interviews with cross-sector experts from research institutes, international security organizations and non-governmental organizations. An Expert Group Meeting on leveraging AI to combat the

---

29 In order to fill these knowledge gaps, UNOCT-UNCCT and UNICRI launched a regional survey of AI capabilities and technological readiness in the South Asia and South-East Asia. Findings of this exercises are expected in late 2021.


31 Representatives from the following entities were interviewed: Dartmouth College’s Institute for Security, Technology, and Society; the German Federal Criminal Police Office’s Terrorism/Extremism Research Unit; the Metropolitan Police Service, United Kingdom; Moonshot; and the North Atlantic Treaty Organization (NATO).
terrorist use of the Internet and social media with a focus on South Asia and South East Asia was organized virtually by UNOCT and UNICRI on 18 March 2021 to complement the conclusions reached on the basis of the open-source information analyzed and interviews conducted, and to collect specific insights, in particular from the targeted regions. Given the sensitive nature of security matters, several interview partners shared information anonymously and hence referencing is not always possible.

It is important to also underscore that reference to any specific tool or application in this report should not be considered an endorsement by UNOCT-UNCCT, UNICRI or by the United Nations itself. The tools and applications mentioned in this report are included solely to demonstrate the potential application of AI. UNOCT-UNCCT and UNICRI acknowledge the challenges of the development and deployment of any such AI-enabled technologies, which necessarily includes those mentioned in this report.

II. KEY CONCEPTS, TECHNOLOGIES, AND PROCESSES

For law enforcement and counter-terrorism agencies to more accurately appreciate how AI can be used to counter terrorism online, it is essential to start by establishing a foundational understanding of the technology itself. This chapter provides a brief technical overview of the key concepts, technologies, and processes.

i. Artificial intelligence

A fast-developing field, AI increasingly touches many areas of our lives. AI is already widely used to suggest movies and television shows on streaming platforms and to provide recommendations for online shopping. It curates and populates news feeds on social media and unlocks cell phones with facial recognition. Notwithstanding the level of integration of AI into society and the frequency of the popular use of the term, there is no universal definition of “AI”. The term is however generally understood to describe a discipline concerned with developing technological tools exercising human qualities, such as planning, learning, reasoning, and analyzing. In public debates, the term is often used interchangeably with “machine learning” and “deep learning”, which is unprecise from a technical point of view. Whereas AI describes a general domain, machine learning and deep learning are both subfields, describing specific types of AI. An AI system may thus, for instance, include sensors that capture the environment plus a machine learning algorithm to perform a certain task according to the data received. Both these separate subfields are further described in more detail below.

---

32 Participants in the Expert Group Meeting included representatives from: AWO; Infinium Robotics; INSIKT Intelligence; INTERPOL; LIR-NEasia; Omenda Inc.; SIMAVI; the Cyber Security Cooperative Research Centre; the Department of Research and Innovation, Ministry of Education, Myanmar; the Digital Rights Foundation, Pakistan; the Graduate Institute of International and Development Studies, Geneva; the Home Team Science and Technology Agency (HTX), Singapore; the Indian Police Service; the Information and Technology Division, Sri Lankan Police; the Police Policy Research Center, National Police Agency, Japan; the S. Rajaratnam School of International Studies (RSIS), Singapore; the Southeast Asia Regional Centre for Counter Terrorism (SEARCCCT); the University of Tokyo, Japan; and Tisane Labs.
AI can also be categorized as ‘narrow’ or ‘general’. The AI systems that exist in our world today consist of what is known as narrow AI applications, i.e., AI models that are programmed towards one specific objective such as finding the best way between A and B or matching similar images. These programs cannot be applied beyond their use case, or when a small change in the environment occurs. For example, if a chessboard had 9 lines instead of 8, the AI model would immediately be unable to play. In other words, AI algorithms are masters at picking up patterns, but they cannot yet understand and adapt to a changing world. General AI or artificial general intelligence would be able to do it but so far it only exists in science fiction. Artificial general intelligence would not be trained to a specific purpose, but its intelligence would rather be more human-like, including in analyzing, planning, communicating, and reasoning. The concept of artificial super intelligence goes even further as it refers to AI that would surpass human intelligence in all aspects. From creativity to problem-solving, super-intelligent machines would overcome our intelligence as individuals and as a society. This is the type of AI that has generated quite an amount of philosophical debate, with some experts arguing that it may even present an existential threat to humanity.

AI is often perceived as a modern development or something very futuristic, yet the concept of AI itself is in fact quite an old one, having its roots in the 1950s. Due to limited storage and processing capacities at the time, much of the early aspirations around AI never materialized, resulting in what became known as the “AI Winter” – a period when public interest and investment in AI significantly waned. New technological developments, particularly in the last decade, have allowed for cheaper solutions for mass data storage and faster processing. Combined with the “democratization” of the technology, whereby AI is becoming increasingly accessible and can be used without large investment or even with limited technical knowledge increase of experts, as well as growing access to huge volumes of data, the necessary ingredients for the dawn of a new era of AI are at last on the table.

As a concept, AI may be misleading as it seems to imply some similarity with human intelligence or human learning processes. Deep neural networks, a family of AI algorithms, are in fact inspired by the architecture of the human brain, with the construction of different layers of processing units leveraged to produce interesting results, even with unstructured or unlabeled data. However, the capabilities of AI, including deep neural networks modelled on human brains, differ immensely from human capacities. For instance, even if AI can make predictions, it cannot give meaning to the results. For example, an AI-based application to detect breast cancer can detect the illness very reliably. Through the analysis of mammography pictures, it produces results with a lower error rate than radiologists. However, the software is not able to understand the meaning of such a diagnosis as it can only see the numbers of the pixel intensities behind that picture. Google’s AI Alpha Go can similarly compute the best moves in the complex game Go, but it cannot explain why it chose certain moves and hence, give meaning to them.

---


It is also important to note that AI models can find patterns and correlations that do not necessarily have a causal relationship but can result in the intended output. For example, an AI that has been trained to detect trains in images may, for instance, not identify the trains but rather the train tracks that also frequently appear in images used to develop the model. Results like this are based on unintended neural connections.35

While AI’s ability to detect patterns and correlations can be informative and present unforeseen connections, identifying “train tracks” instead of “trains” can be dangerous in the context of counter-terrorism operations. In fact, this inability of AI to truly “understand” and only extract patterns is crucial when it comes to AI applications in the realm of counter-terrorism. Whereas an error in an algorithm designed to recommend movies to watch based on a personal history profile and the preferences of users with similar patterns can simply result in a bad movie night, errors in AI models in counter-terrorism operations can have much more dire outcomes and implications for human rights.

ii. Data

AI makes it possible for machines to learn from experience. A machine learning model can be trained by processing large amounts of data and recognizing patterns in the data, patterns that are used to make predictions about new data points. To obtain accurate predictions, two major components are necessary: a model and data.

Data can be understood as units of information collected through observation.36 For the purposes of AI, data is a set of values of variables about persons or objects, among other things, that can be qualitative (for example, colour of eyes) or quantitative (for example, age). A dataset, or database, is a collection of several units of data that are measured and reported, producing data visualizations such as graphs, tables, or images.

In order to have a good AI model, it is fundamental that both data quantity and quality are ensured. Generally speaking, simple models with large data sets are more accurate and effective than complex models with small data sets. On the other hand, it is also not useful to have a lot of data if it is inaccurate, unrepresentative, or outdated. In this sense, the quality of the outcome highly depends on the quality of the training data. This includes having data that is free of bias, as this bias can be reflected in the results.37

After constructing a dataset, data needs to be transformed in a way that the model can read it. Data can be “structured” when it is stored in a predefined format such as a spreadsheet, or “unstructured” when it consists of a conglomeration of many varied types of data that are stored in their native formats, such as in an email or a social media post. Unstructured data accounts for the overwhelming majority of all data produced. Transforming and cleaning data for use as input for a model is the most time-consuming but also the most important step in terms of guaranteeing high performance of an AI model. Given its nature, unstructured data requires more work to process, although it can also be of great value by helping entities with the right capabilities to elicit valuable insights and opportunities.

37 The challenge of bias is further discussed in chapter four below.
One key challenge encountered with the use of AI in the field of counter-terrorism is that the vast quantities of data needed are not always available or accessible. The reality of terrorism is that incidents are not regularly occurring events and cases of radicalization are often unique. There are several open-source databases on terrorism that can be used for the purposes of training algorithms, such as the Global Terrorism Database, which collects historical information on more than 200,000 terrorist incidents globally since 1970.\(^{38}\) While these are very valuable sources of data, in particular in terms of making predictions about possible future types of terrorist attacks, target areas and weapons used, realizing the applications described in the present report would require more specific and near real-time datasets concerning the actions of individual terrorists or suspected terrorists, such as social media data. Naturally as most of this data is unstructured in nature, extensive work would be necessary in terms of preparing its use. One possible solution to overcome the absence of sufficient quantities of “real world” data is to use “augmented data” — i.e., artificial data produced by general adversarial networks (GANs) for the purposes of training algorithms.\(^{39}\) Further research is, however, needed to explore the potential of augmented data in the realm of counter-terrorism.

### Machine learning

Machine learning is a subfield of AI that concerns algorithms that can “learn” from data, i.e., progressively improve performance on a specific task. In contrast with other computer software, machine learning algorithms do not require explicit instructions from humans, but extract patterns and learn implicit rules from examples included in a database. The initial database is split into three groups so that the algorithm can be trained with some data examples from the training dataset, validated on the validation dataset and subsequently tested on never-before-seen examples from the test dataset.\(^{40}\)

The types of learning examples encountered include “regression”, whereby the output is a real number; “classification”, whereby the output is a label from a finite set of options; and “ranking”, whereby the output orders objects according to their relevance, sequence labelling, autonomous behaviour etc. Depending on the type of learning example, several models can be employed including decision-trees, linear and logistic regression, neural networks, among others.

---

38 See: https://www.start.umd.edu/gtd/


iv. Deep learning

Deep learning is a subfield of machine learning that deals with a smaller family of algorithms, known as deep neural networks. These are algorithms that are inspired by the human brain and that seek to learn from large amounts of data by performing a task repeatedly, each time making minor modifications to its internal features to improve the outcome. The term “deep learning” comes from several (or “deep”) layers of a neural network. Advances in deep learning are driving progress and research in image and video processing, text analysis, and speech recognition.

v. Generative adversarial network

GANs consist of two neural networks that compete with one another, thereby improving both their respective performances. For example, one neural network is used to create fake faces and the other is tasked with filtering them out from a set of real ones. As the filtering system improves, so too does the face-faking one. Websites such as https://thispersondoesnotexist.com/, which generate a new fictional face with each refresh, are well-known examples of the use of GANs.

Besides generating realistic fake faces, GANs are also the base of the widely publicized and hotly debated phenomenon known as “deepfakes”. A portmanteau of “deep learning” and “fake media”, deepfakes are a type of synthetic media invented in 2017. They involve the use of GANs to manipulate or generate fake visual and audio content that humans or even technological solutions cannot immediately distinguish from authentic content. Deepfakes were initially, and are still overwhelmingly, used to create pornographic content, combining the faces of female celebrities with bodies of pornographic actors. However, deepfakes and the technology behind them have also been identified as a potentially powerful weapon in today’s disinformation wars, where people can no longer rely on what they see or hear. This is particularly the case when considering the reach and speed of the Internet, social media and messaging applications.

Deepfakes present considerable potential for a range of malicious and criminal purposes which include: destroying the reputation and credibility of an individual; harassing or humiliating individuals online, including through the use of sexual deepfakes; perpetrating blackmail, extortion and fraud; disrupting financial markets; and stoking social unrest and political polarization. From the perspective of terrorism, deepfakes pose threats in terms of their use in disinformation campaigns on social media to manipulate public opinion or undermine people’s confidence in potential and incumbent political representatives or state institutions. They can also be an effective instrument for propaganda, radicalization or as a call for action.

Interestingly, AI may also be part of the solution to countering this growing AI-based societal challenge. For instance, developers, including Facebook, Microsoft and many more, have developed AI models that have been trained to be able to spot AI-manipulated audio-visual content. However, there few mature publicly available tools.

---

50 See, for example: https://platform.sensity.ai/deepfake-detection.
vi. Natural language processing

Natural language processing (NLP) is a deep learning application that concerns the processing and analyzing of large amounts of natural human language data, to enable machines to read, understand and derive meaning from human languages. Tasks in NLP frequently involve speech recognition, natural language understanding, natural language generation and translation between languages. Significant advancements were made in NLP over the last decade, especially when combined with the previously described GANs, as recently demonstrated by an article co-written by the text generator GPT-3 in the British daily newspaper The Guardian. The type of architecture most used in NLP is what is known as a Recurrent Neural Network, whereby the neural network nodes are connected along a temporal sequence. Relying on an internal memory that processes sequences of inputs, it is possible for an algorithm to extract morphosyntax and semantics function based on a sequence of words.

vii. Object recognition

Object recognition is a subcategory of computer vision that uses deep learning algorithms to process pictures and identify geometrical shapes and, ultimately, objects. Complex algorithms based on what are known as Convolutional Neural Networks use multiple layers of locally connected nodes to progressively extract higher-level features from raw input. If the input is an image, the first layers of the neural network may, for instance, identify lines and curves, while the last layers may identify letters or faces. A prominent variation of object recognition is facial recognition – a biometric technology capable of identifying persons of interest in images or videos by comparing and analyzing patterns, shapes and proportions of their facial features and contours with faces within a database.

viii. Predictive analytics

Predictive analytics seeks to anticipate likely future or unknown events by analyzing what has already happened and, from this, extrapolating likely outcomes in related contexts. It includes a variety of statistical techniques from data

---


mining and machine learning that analyze current and historical facts as the foundation of its predictions. Predictive models capture relationships among a range of variables to allow assessment of risk associated with a particular set of conditions. Machine learning based tools can present findings using simple charts, graphs, and scores that indicate the probability of events in the future, guiding decision-making processes.

ix. Social network analysis

Social network analysis (SNA) is an extensive approach for understanding and modelling network structures and the behaviour of actors therein. Social networks can be physical – as in a disease transmission network – or digital – like in a social media friendship network. A fundamental step for analyzing social networks is to encode network data into low-dimensional representations, typically using a set of nodes to represent individual elements of the network and a set of links or edges between these nodes which correspond to pairwise relations. Data mining and machine learning can be used to develop network representation methods, allowing for the mapping of communities, identifying main actors or groups within a community and further applications such as classifying, linking predictions, detecting anomalies and clustering.

x. Content matching technology

Image and video matching makes use of “hashing” technology to shorten an input of any length into a fixed string of text – a so-called hash – which is like a digital fingerprint. The short version of the input can then be compared to other files to find duplicates and prevent them from being shared. This technology can be used to help identify identical files.

---


harmful content, such as extremist, terrorist, or pornographic content, in real-time at a high scale. While AI allows the identification of unknown or “first-generation” harmful content, hashing technology permits the detection of already-identified content so that when the same material is shared several times through several platforms it can be processed and removed at a faster rate. In this sense, this technology complements the functionalities of AI in this field and can be combined to allow for more efficient content moderation. PhotoDNA is an example of this technology that was initially developed to identify child sexual abuse material and is now more widely used on other illegal content.57 In December 2016, Facebook, Twitter, Google and Microsoft announced plans to tackle extremist content such as terrorist recruitment videos and violent terrorist imagery using PhotoDNA.58

x. Data anonymization and pseudonymization

Given that the AI applications presented in this report entail the processing of personal data, techniques such as anonymization and pseudonymization are key for the protection of the right to privacy. Although sharing some similarities, anonymization and pseudonymization are distinct concepts. Data anonymization consists of the transformation of personal data into anonymous data so that the individuals or groups of individuals to which the data belongs are no longer identifiable in the data. Anonymization can be achieved through different methods, including through pseudonymization. Pseudonymization consists of the removal or substitution of all direct identifiers with other unique identifiers in such a way that unique individuals are still distinguishable in a data set, but their identity cannot be traced back without access to additional information. It should be noted that anonymized data is still personal data as long as the anonymization is not irreversible, as with appropriate skills or technology the data could be linked back to individuals or groups.59

---

57 See https://www.microsoft.com/en-us/photodna


xii. Open-source intelligence and social media intelligence

Open-source intelligence (OSINT) is the method of gathering, analyzing, and interpreting publicly available data. OSINT sources can vary from media (print newspapers, television, etc.), Internet (online publications, blogs, and other social media websites), public government data, professional and academic publications, commercial data or what is sometimes called “grey literature” (technical reports, patents, newsletters, etc.). OSINT tools help to navigate, analyze, and visualize material, varying from searching for specific keywords to interactions of accounts.

Social media intelligence (SOCMINT) is a subcategory of OSINT that focuses on intelligence gathering on social media. In this case, SOCMINT tools allow organizations to analyze conversations, respond to social signals and synthesize social data points into meaningful trends and analysis.

xiii. Disinformation and misinformation

The rise of the “fake news” phenomenon has made disinformation and misinformation household terms. The difference between dis- and misinformation lies in the awareness about its inaccuracy. Disinformation is false information that is spread intentionally to create harm. Misinformation, however, is false information disseminated unintentionally. A further related term is mal-information, which is information that is based on reality but used strategically to incite harm. Notably, these phenomena have increased considerably during the COVID-19 pandemic. Although none of these terms are directly related to the field of AI, AI can significantly exacerbate the effects of disinformation and misinformation or play a central role in combatting them.

III. PROBING THE POTENTIAL OF AI

Having taken note of the threat of terrorism in South Asia and South-East Asia, examined key trends and developments related to the “digitalization” in these regions and looked at what this means in terms of the challenges with which law enforcement and counter-terrorism agencies must increasingly grapple, this chapter seeks to present how some of the AI technologies described in the previous chapter can be applied.

In this regard, a series of six use cases for the deployment of AI-enabled technology in counter-terrorism have been identified, each of which will be presented in an introductory format below to support conceptualization of the application of AI in the field of countering terrorism online. These use cases have been selected due to their prominence in discourse amongst stakeholders within the AI community in general, as well as for their specific potential to be applied in combatting terrorism online. This should not however be considered an exhaustive summary of the application of AI for counter-terrorism purposes.

The examples of specific tools provided in this chapter predominantly originate from Europe and the United States as these are regions where much of the research and development in the domain of AI and counter-terrorism is concentrated. Before proceeding further, it is important to underscore once again that reference to any specific tool or application in this report should not be considered an endorsement by UNOCT-UNCCT, UNICRI or by the United Nations itself. The tools and applications mentioned in this report are included solely to demonstrate the potential application of AI.

61 For an introduction, see: https://www.osintessentials.com.
i. Predictive analytics for terrorist activities

The application of predictive analytics for counter-terrorism could, in some ways, be described as the “Holy Grail” for security forces, enabling them to transcend a traditionally reactionary approach to terrorism and become more proactive by anticipating future terrorist activities and intervening before an attack occurs. To allow for this, an AI model would need to be fed large quantities of real-time data regarding the behaviour of a terrorist or a suspected individual. By analyzing this data, such a model could potentially, for instance, make predictions regarding the likely future activities of these individuals. Given the massive growth over the past decade in the amount of data regarding individuals’ behaviour online, especially on social media, there has been growing interest in exploring how social media data collected regarding individuals’ behaviour online can be used to predict terrorist activities.

Given the unpredictability of human behaviour and the current state of technological development, the application of algorithms to predict behaviour at an individual level is likely to remain of very limited value. Additionally, human rights experts and civil society organizations have pointed towards several ethical concerns regarding potential entry points for discriminatory judgement and treatment. The large quantities of data concerning an individual required for the algorithm to accurately function further give rise to concerns about the possibility of unwarranted mass surveillance.

Predictive analytics can, however, still contribute to countering terrorism, but in a different manner. Rather than monitoring individuals online and forecasting their behaviour, predictive models informed by statistics from online sources that have been thoroughly anonymized or at least pseudonymized to protect user privacy could be used to identify trends or forecast the future behaviour of terrorists. This analysis based on aggregated data can be helpful to support security and intelligence agencies prioritizing scarce resources as operational support, making strategic decisions or providing warnings to the competent authorities. The examples below illustrate how predictive analytics create deep insights on the network structure of terrorist groups, predicting fragmentations and creating policies aimed at reducing attacks.

INSIKT Intelligence, a tech start-up active in this domain, employs different machine learning models to detect potential threats online through NLP and SNA techniques performed on open-source content acquired from social media and other sources. The insights derived as a result of the text and network analysis are then used to identify potentially dangerous content and possible threats or prescribe patterns of relationships between individuals or organizations. Using SNA, INSIKT assesses the activity of a group of users in a network, determining nodes of influence and levels/effectiveness of information diffusion from, for example, propaganda across these networks. This open-source-

---


65 See [https://www.insiktintelligence.com/](https://www.insiktintelligence.com/).
based analysis allows law enforcement agencies to make use of big data and prioritize limited resources on potential threats. Data anonymization or pseudonymization also enhances compliance with data protection principles, such as those included in the ASEAN Framework on Personal Data Protection or the Privacy Framework of the Asia-Pacific Economic Cooperation.66

Automated modelling of terrorist networks through the use of systematically collected data about an organization can support counter-terrorism efforts by identifying priorities and the most effective strategies to “influence” the behaviour of terrorists. For example, researchers have, for instance, applied AI including SNA algorithms to predict fragmentations of terrorist groups to create deeper insights on how and when terrorist groups such as ISIL and Al-Qaeda split.67

In one interesting study in 2013, behavioural forecast models were applied to undertake a comprehensive and extensive assessment of Lashkar-e-Taiba – a group associated with Al-Qaeda, which was responsible for numerous attacks in Pakistan, India, and Afghanistan and reached global notoriety with the Mumbai attacks in 2008.68 Based on data regarding the group’s ideology, history and other pertinent facts, the researchers applied “temporal probabilistic” rules to determine what actions would be required to thwart Lashkar-e-Taiba’s campaign and reduce the group’s lethality. The basis of the research were behavioural models, so-called Stochastic Opponent Modeling Agents (SOMA) Rule Learning Algorithm. The research resulted in the generation of policy recommendations that could be used to create an environment “around” Lashkar-e-Taiba conducive to reducing attacks.69

Another research initiative of interest concerns a machine learning predictive analytics model linking network structure to lethality. The algorithm, known as “Shaping Terrorist Online Network Efficacy” or “STONE” produces forecasts on who is likely to succeed in a certain position within a given terrorist network if an actor is forcibly removed through an intervention by security forces; how will a network restructure itself when multiple actors are removed; and finally, how to manipulate the network in order to minimize the “expected lethality” of a network.70 Predicting network responses to different interventions is useful for intelligence and security agencies to determine how to most effectively deploy limited resources by directing them to a particularly promising area.

These examples show how predictive analytics can function in cases where enough data is available to inform counter-terrorism operations. Online data, in particular social media data, can theoretically be a game changer for predictive analytics, offering an entire new dimension of publicly available or open-source data on terrorist organizations, their members, as well as actions of other actors that could influence their behaviour. Nevertheless, as noted, there are real challenges with respect to the use of social media data to predict future individual behaviour of terrorists that are likely to hamper the application of predictive analytics in this regard. Law enforcement and counter-terrorism agencies seeking to explore the use of predictive analytics in this manner should recall that the results produced reflect probabilities and, necessarily, fall short of constituting actionable evidence. Notwithstanding this, while using predictive analytics to forecast terrorist activities may be technically and ethically challenging, as well as practically challenging to act upon, predictive analytics may find use for law enforcement and counter-terrorism agencies in drawing investigator’s attention to particular patterns or, as the case may be, abnormalities in patterns that may arise and merit further consideration.

67 See https://www.insiktintelligence.com/.
69 Ibid, 156.
ii. Identify red flags of radicalization

A further AI use case for countering terrorism online concerns the use of AI-powered technology to help identify individuals at risk of radicalization in online communities to facilitate appropriate investigation and intervention, which, as already noted, is an increasingly pertinent phenomenon online. It is also one that is impossible to detect using traditional law enforcement methods.

While radicalization is a complex social phenomenon and the path to radicalization is very personal and often political, machine learning techniques such as NLP can provide valuable support to law enforcement and counter-terrorism agencies, as well as for that matter relevant other actors within the community such as social workers. NLP can be used, for instance, to identify keywords that may indicate the state of radicalization of a social media account or the vulnerability of an individual to terrorist narratives online. It can also be helpful to recognize specific behavioural patterns of individuals, such as consuming or searching for terrorist and violent extremist content which fits radicalization indicators.

The European Union (EU)-funded Real-time Early Detection and Alert System for Online Terrorist Content (RED-Alert) Project is one example of a tool aiming to detect early stages of radicalization while seeking to cater for high privacy and security standards. RED-Alert uses NLP, SNA and complex event processing to collect, process, visualize and store online data related to terrorist groups, including early stages of radicalization based on social media content.\textsuperscript{71} The tool supports the search for known keywords or subjects in content that has not been identified as relevant yet. Additionally, the tool includes an anonymization and de-anonymization process of the data that adapts to organizational processes of the law enforcement agencies, which seems promising also for other areas dealing with sensitive data. The RED-Alert project concluded in late 2020, with law enforcement agencies involved in piloting the platform indicating that it offered a significant improvement over tools they currently use.\textsuperscript{72} Notwithstanding this, it is important to note that the platform has been used only in a test phase and thus its operability outside testing environments remains to be seen.

\textsuperscript{71} See https://cordis.europa.eu/project/id/740688.

Moonshot, a tech start-up based in the United Kingdom that specializes in countering violent extremism, provides a further good example of the role AI can play in identifying people vulnerable to radicalization. Like the RED-Alert project, Moonshot aims to identify individuals vulnerable to radicalization online, but rather than facilitate interception and investigation by law enforcement and counter-terrorism agencies, Moonshot seeks to connect these vulnerable individuals with “positive messages”. This application is further addressed in the section below on countering terrorist narratives.

AI can also help monitor global shifts, which can indicate fruitful soil for radicalization online. For instance, the German government-funded research project “Monitoring System and Transfer Platform Radicalization” (MOTRA) is currently working on a comprehensive monitoring tool to analyze aggregated data to monitor high-profile societal developments. The objective is to detect changes in attitudes, which can potentially serve as an early indicator of criminal activity. Systematic monitoring enables faster identification and classification of new trends and serves as the basis for prognostic statements enabling the development of a security policy that is evidence-based, repressive and preventive. The design of the methodology and technology is still, however, under development and, hence, there is limited information available. Initial results are expected from MOTRA in 2023.73

As these examples demonstrate, AI-enabled technology can be beneficial in supporting analysts to identify potential vulnerabilities to radicalization online. Nevertheless, it must be emphasized that automated assessments of vulnerability to radicalization prompt very serious ethical concerns. Moreover, it must also be said that the technology is far from being in a position whereby it could replace the work of experienced security professionals. Finally, it is important to acknowledge that, even if the technology was in such an advanced state that it could be leveraged confidently and reliably, activities such as this in the preventative domain do not necessarily always provide grounds for law enforcement intervention.

iii. Detecting mis- and disinformation spread by terrorists for strategic purposes

The phenomenon of mis- and disinformation is not new. Yet, the capability for such “fake news” content to reach wide audiences at relatively low costs via online means is unprecedented. While the fabrication or distortion of information is not necessarily illegal, it can certainly be harmful and has the potential to contribute to the spread of terrorist or violent extremist narratives into the mainstream discourse. During the COVID-19 pandemic, for instance, such terrorists or violent extremists created and amplified misleading content on a large-scale, by taking advantage of vulnerabilities in the social media ecosystem and by manipulating people through conspiracy narratives and fake news to inter alia undermine trust in the government and, at the same time, reinforce non-state actors’ extremist narratives and recruitment strategies.74

For mis- and disinformation to take root however, it must first be widely spread online and brought into contact with vulnerable users. While humans play a major role in spreading mis- and disinformation, so-called bots compound the scope and scale of the problem. Short for “robot”, bots are a type of software application that operates online and performs repetitive tasks. Chatbots, a type of bots, can, for instance, simulate basic conversation and, for this reason, are often used on websites to facilitate and perform rudimentary customer services. According to one study in 2017, there were as many as 23 million bots on Twitter, 140 million bots on Facebook and around 27 million bots on Instagram.75 Groups such as ISIL have proven themselves proficient at employing bots on social media to automate the dissemination of their propaganda.76

---

While it is not likely to stem the flow of mis- and disinformation in its entirety, the identification of fake or bot accounts created with the intention of spreading fake news or to steer debates in certain directions presents a possible entry point for combating significant percentages of terrorist spread mis- and disinformation. Researchers investigating Twitter bots have suggested that tweets made by bots concern very narrow topics, whereas tweets by humans tend to be more diversified in terms of content. In this regard, it was hypothesized that AI tools could be used to automatically identify bots.\textsuperscript{77}

Government Communications Headquarters (GCHQ), the British intelligence and security organization, recently announced that it will leverage AI-supported tools to detect and identify fake accounts that spread false news. GCHQ will also use technology to automate fact-checking through validation against trusted sources, to detect and block botnets, and to identify groups of Internet trolls, known as “troll farms”, and other sources of misinformation.\textsuperscript{78}

Although not directly of relevance to law enforcement and counter-terrorism agencies, a further application of the use of AI to counter dis- and misinformation online is demonstrated by the NewsGuard initiative. Founded in 2018, NewsGuard is a journalism and technology company that assesses the credibility of news and information websites and tracks online misinformation.\textsuperscript{79} The analysis of the trustworthiness is conducted by journalists and experienced editors. NewsGuard used entries from their misinformation dataset and combined with NLP and other machine learning techniques to detect false news across platforms.\textsuperscript{80}


\textsuperscript{79} Brian Stelter. (March 4, 2018). This start-up wants to evaluate your news sources. CNN Business.

Similarly, in Sri Lanka, researchers are identifying and annotating misinformation with a machine learning tool. According to the preliminary research findings, a machine learning model has been trained with as little as 1,600 articles, with up to 97% accuracy in classifying misinformation across one million articles. The continued multistage research will be conducted in English, Bengali and Sinhala. Through the application of a simpler machine learning model, as opposed to a neural network, the researchers in question aim to obtain traceable results without compromising accuracy significantly. Although not designed for law enforcement or counter-terrorism purposes, the promising results of such studies may, in time, feed into practical applications for security forces to counter terrorist use of mis- and disinformation.

iv. Automated content moderation and takedown

Social media channels and webpages that host multi-media content fight against terrorist misuse of their services in different ways. In many ways, how they do so depends on how terrorists misuse their platforms. For example, a website that enables the sharing of large files may undertake a different approach than a messaging app that allows for encrypted communications. One well-known response by social media companies to tackle terrorist and extremist content is “deplatforming”. As defined by the Oxford Dictionary, deplatforming is “the action or practice of preventing someone holding views regarded as unacceptable or offensive from contributing to a forum or debate, especially by blocking them on a particular website”. It is often used as a response by social media companies to repeat violations of the terms of service or the community standards of their platforms. Another approach often used is a technique known as “shadow-banning”. This refers to the content being either deleted entirely or having its visibility significantly limited, without the user that published the content being made aware.

Such tools and approaches are, naturally, not without controversy. Notably, concern has arisen with respect to the possibility of subjective, disparate, and potentially biased enforcement by different platforms resulting from the absence of internationally agreed upon definitions of what constitutes terrorism and violent extremism. Moreover, with limited transparency regarding the tools and approaches used by social media companies and the absence of details regarding their implementation, it is also difficult to really assess their effectiveness. In fact, the effectiveness of deplatforming is quite debated, as it may in fact increase grievances and provide victimization narratives for banned users and communities. It may also contribute to encouraging the migration of such individuals from well-regulated large platforms with considerable content moderation resources to less regulated smaller platforms and niche services, whose capabilities to address such challenges online may be more limited. The resulting fragmented landscape can, in fact, compromise the collective efforts to combat the problem in general.

It is pertinent to note that it is also not always straightforward to disrupt terrorist activities by simply deleting an account or limiting the visibility of content. For instance, the perpetrators of the Christchurch terrorist attack in 2019 live-streamed the attack – an innovation that presented new challenges for content moderators. Although Facebook successfully removed the original video 12 minutes after the recording ended, the video went viral and, in the 24 hours that followed, there were as many as 1.5 million attempts to upload copies of the video across the globe. Christchurch unequivocally demonstrated the need of being able to not only delete accounts and limit the visibility of content, but also to be able to operate across different platforms in order to prevent the strategic distribution of terrorist content in a timely manner. In the aftermath of Christchurch, the Global Internet Forum to Counter Terrorism (GIFCT) created a shared industry database of hashes of terrorist propaganda with the intention of supporting coordinated takedown of such content across platforms, while adhering to data privacy and retention policies.

---

81 Conversation with Yudhanjaya Wijeratne, LIRNEasia on 16 March 2021. Official documentation of the research is still to be published.
Automated content moderation has risen to prominence as a pragmatic approach to dealing with vast amounts of user-generated content online and the speed at which certain content can go viral. Private companies leverage different forms of automated solutions to curate and moderate content online, either by removing or downgrading the content or by redirecting users to other content. For instance, Facebook relies on machine learning to prioritize which content needs to be reviewed first. Posts that violate the company’s policies are flagged either by users or by machine learning filters, which includes everything from spam to hate speech and content that “glorifies violence”. Since 2020, the company elected to deal with clear-cut cases by automatically removing the post or blocking the account. Only content that does not obviously violate the company’s policy is reviewed by a human content moderator. For countering terrorism and violent extremism, Facebook relies on different tools, including AI language models to understand text that might be advocating for terrorism, which is often language and group-type specific. The platform reports that human expertise is still needed for nuanced understanding of how terrorism and violent extremism manifests around the world. Other popular platforms like Twitter and YouTube also rely on AI to quickly remove comments that violate the companies’ rules.

Content moderating AI models are trained to filter out specific content that fits certain criteria. However, in their current form, they suffer from inherent limitations. For instance, a machine learning model trained to find content from one terrorist organization may not work for another because of language and stylistic differences in their propaganda. As MIT’s journalist Karen Hao puts it, “An algorithm that has learned to recognize Holocaust denial can’t immediately spot, say, Rohingya genocide denial”, As noted previously in this report, AI must be trained on data. Without such data, it cannot filter out content. At the same time, as will be noted in the following chapter, AI faces serious challenges with respect to layers of complexity in language use, particularly irony and humour, which can significantly hamper the efficacy of automated content moderation. Current models are also often trained on major languages and are therefore less reliable for minority languages such as those mostly spoken in the South Asia and South-East Asia region. In this regard, automated content moderation can or rather should not be truly fully automated. Human oversight of the review and decision-making processes remains a necessity. Notwithstanding the limitations, automated content moderation solutions are increasingly considered indispensable in the private sector in light of the sheer amount of content published online each and every day.

---

Naturally, given the nature of the problem at hand, national authorities have traditionally had limited command over content moderation and takedown. In response to mounting criticism that under existing forms of self-regulation social media companies are failing to tackle the spread of such content, several countries have sought to adopt national legislation aimed at compelling companies to do more. For example, this can be achieved by regulating how fast content must be taken down and by setting incentives and punishing non-compliance. Germany’s Network Enforcement Act,94 for instance, is one example of national legislation, which gained notoriety in 2017 when it became one of the first such instruments adopted.95 Another notable example is the recently adopted EU regulation on addressing the dissemination of terrorist content online, which compels removal of terrorist content within one hour of receipt of removal notices.96

Some national authorities have also begun to adopt a more “hands-on” approach. For instance, law enforcement and counter-terrorism agencies in several countries, as well as within Europol,97 have begun to try to have online terrorist and violent extremist content removed themselves by using the content flagging mechanisms in the platforms to report content as an infringement of the platforms’ terms of service. In this regard, just as AI has risen to prominence in terms of how social media platforms automate content moderation, AI can also play a role in enhancing the capabilities of such Internet referral units within law enforcement and counter-terrorism agencies to sift through the vast amounts of content generated. Notably, in this regard, the United Kingdom Home Office and ASI Data Science announced in 2018 the development of new technology that leverages machine learning to analyze audio-visual content online to determine whether it could be ISIL propaganda.98 According to the Home Office, tests have shown the tool can automatically detect such content with 99.995% accuracy. The methodology behind the tool has not been made public.

v. Countering terrorist and violent extremist narratives

While removing terrorist and violent extremist content from the Internet or social media may, to a certain degree, be effective in preventing the spread of harmful narratives, it is exceptionally controversial and raises serious human rights concerns. Moreover, it is important to note that content removal does not contribute in any way to addressing the root causes of terrorism and leaves vulnerable individuals at risk. Beyond just identifying vulnerable individuals, NLP and machine learning algorithms can play an even more proactive role in countering terrorism online. AI can be used to analyze users’ behaviour and direct them to specific content conducive to countering terrorist narratives or to trigger ad-targeting tactics.99

Moonshot, with its innovative “Redirect Method”, which was piloted in 2016 with Google’s Jigsaw, uses automated risk assessment and NLP to identify vulnerable audiences based on their online search behaviour.100 For instance, if people are searching for specific content that matches pre-defined indicators, advertisements with positive, de-radicalizing content are triggered and users are redirected to ads and curated videos on a YouTube channel designed to refute ISIL propaganda. In one such video, a woman in ISIL-controlled territory secretly recorded her life, giving unique firsthand insights into the reality of life under ISIL rule.101 The counter-narrative content is curated in cooperation with non-governmental organizations on the ground in order to tailor the messages adequately to local contexts. This includes non-ideological content and contact details to help-lines and one-on-one interventions.102

---

94 In German, “Netzwerkdurchsetzungsgesetz”.
100 See https://moonshotteam.com/redirect-method/.
101 CNN. (Sep. 25, 2014). Raqqa woman secretly films her life under ISIS rule. CNN. Accessible at https://www.youtube.com/watch?v=0qK-KrugUQg&list=PL0I4bTGBH1Mn0DF0611NfA6jU-0IdzWqVt&start=9cs
While it is difficult to measure the impact of approaches such as the Redirect Method, it is perhaps nevertheless promising that, during the pilot of the programme, targeted individuals that were redirected to such content watched more than half a million minutes of content.103

Notably, Moonshot has also conducted a variety of programmes using micro-targeted advertisement online for de-radicalization purposes, producing useful insights on digital deradicalization strategies in South Asia and South-East Asia. For example, in 2020, Moonshot conducted an experiment in Indonesia connecting vulnerable individuals with psychosocial support.104 The research found that users receiving psychosocial support engaged more frequently with non-ideological deradicalizing content than with ideological deradicalizing content.

The London-based Institute for Strategic Dialogue also uses AI-driven social media advertisement tools to counter ISIL narratives online and in 2015 launched a curated counter-narrative campaign tackling ISIL.105 In cooperation with the Network Against Violent Extremism and supported by Facebook and Twitter, the institute targeted vulnerable people especially at risk of being targeted by ISIL propaganda.

The potential for AI to play a role in countering terrorist narratives online is clear, especially when it comes to reaching individuals and groups at risk. Nevertheless, the AI tools in question can only be but one part of the solution. AI can help to connect the dots, but truly countering terrorist narratives online requires a much more nuanced understanding of individuals’ paths to radicalization that such tools can afford. Furthermore, the important role of civil society organizations and such initiatives in these processes cannot be discounted.

103 Naomi LaChance. (Sep. 8, 2016). Google program to deradicalize jihadis will be used for right-wing American extremist next. The Intercept. Accessible at https://theintercept.com/2016/09/07/google-program-to-deradicalize-jihadis-will-be-used-for-right-wing-american-extremists-next/.


vi. Managing heavy data analysis demands

Analysis of both the Berlin Christmas market attack in 2016 and the Manchester Arena bombing in 2017 attest that datasets should be used to cross-reference information and validate patterns in order to identify relevant connections, as in both instances the attackers were already in local authorities records as subjects of interest.\(^\text{106}\) Notwithstanding this, given the growing volume and velocity of data collected through law enforcement processes, in particular in the context of online investigations, such analyses are often not possible.

Whether it is for the purpose of countering terrorism online or offline, AI can undoubtedly play a significant part in enhancing the capabilities of national authorities to process large quantities of data in an effective manner and, in doing so, to optimize the necessary amount of human and financial resources allocated for any specific situation. More specifically, AI can be used to extract relevant information, filter, and triage data to help prioritize the analysis of vast sets of data that may identify vital investigative leads and help save lives.

The analysis of audio-visual content is one task that requires considerable specialized human resources. With the massive expansion of smart video recording capabilities in recent years and in law enforcement’s own surveillance capabilities, including through closed-circuit television (CCTV) and the use of body-worn cameras (or “bodycams”) and patrol drones, there has been a dramatic increase in the quantity of video footage requiring analysis. In the context of terrorism, it is very well established that terrorist groups and individuals make extensive use of the medium of video and actively share and disseminate such content online. Moreover, when considering online counter-terrorism investigations, it is also pertinent to consider that, according to CISCO, by 2021, an estimated 82% of consumer Internet traffic will be video.\(^\text{107}\) In light of this, the work of digital forensics detectives is immense and growing.


Facial recognition, a biometric application of AI-powered object recognition, is one technology that offers considerable promise in terms of being able to analyze video footage to identify persons of interest. The adoption of facial recognition technology has increased dramatically over the past few years, fueled by the rapid improvement of machine learning. Facial recognition software requires high-quality photos for a reference database to identify targeted individuals. Several law enforcement agencies around the world have already begun experimenting with the use of the technology. In 2017 and 2018, for instance, the German Federal Police piloted facial recognition-enabled CCTV in one of its busiest train stations in Berlin. The final report of the pilot confirmed the promise of using the technology to identify relevant subjects such as terrorists or violent offenders in crowded public places.\textsuperscript{108} INTERPOL also operates a facial recognition system that contains facial images received from more than 179 countries. Face images in notices and diffusions requested by member countries are searched and stored in the facial recognition system in line with INTERPOL’s Rules on the Processing of Data.\textsuperscript{109} Tools such as facial recognition can also be particularly useful for forensic investigators analyzing video evidence collected online. At the same time however, the rising use of facial recognition technology by authorities across the globe has contributed to considerable negative feedback from human rights groups and civil society organizations that have flagged concerns around the potential of the technology to, inter alia, reflect and reinforce pre-existing biases in law enforcement.\textsuperscript{110,111}


IV. THE GREATER THE OPPORTUNITY, THE GREATER THE CHALLENGE

As demonstrated through the six AI use cases described in the preceding chapter, the potential application of AI for countering the threat of terrorism online is evidently large and thus merits close consideration by law enforcement and counter-terrorism agencies. Notwithstanding this, the application of AI should not be seen as a “quick and easy” solution by any means, as has been alluded to at several stages throughout this report. Although certainly an attractive technology, there are wide-ranging legal, political, and technical challenges that all law enforcement and counter-terrorism agencies must be aware of in advance as well as during the deployment of AI-based technologies. While the actions required to address many of these challenges may fall more with the policymakers in Member States or with the technology provider, it is essential that law enforcement and counter-terrorism agencies are aware of the full spectrum of challenges that AI can present and, as appropriate, to put in place necessary oversight mechanisms.

As with previous chapters, what follows is not intended to be an exhaustive overview of the challenges that may be encountered with AI. Rather, it is intended to be an introductory overview of several key cross-cutting areas of concern. It is important to note that each of the use cases described in the previous chapter will also bring their own unique challenges. Accordingly, law enforcement and counter-terrorism agencies seeking to explore any of these challenges will need to further conduct a thorough assessment on a case-by-case basis to better understand specific challenges presented by each individual use.

i. Legal and political challenges

a. Human rights concerns

Chief among the concerns around the use of AI-enabled technologies in counter-terrorism is the very real and serious potential for the deployment of these technologies to hamper human rights and fundamental freedoms. The United Nations General Assembly has long asserted that States are obliged to respect and fulfil human rights and to protect individuals against abuses by non-State actors in the counter-terrorism context. Moreover, the Human Rights Council has reaffirmed in its resolution on the promotion, protection and enjoyment of human rights on the Internet that human rights apply online as much as they do offline. Law enforcement and counter-terrorism agencies aiming to explore the development of AI capabilities, therefore, need to ensure that they do so in a human rights compliant manner. In addition to refraining from using AI in an ostensibly unlawful manner, such as deploying AI-enabled surveillance systems beyond what is necessary and proportionate for a legitimate aim, authorities need to consider other less overt risks to human rights associated with the use of AI, such as of the potential for machine learning algorithms using biased data to compound bias through automated processes and therefore produce discriminatory outputs.

From the wide spectrum of human rights that can be impacted by the wrongful use of AI-enabled technologies, the right to privacy, freedom of thought and expression and non-discrimination are often identified as the most affected rights. This derives from characteristics inherent to AI. As already noted, the development of AI-enabled technologies requires extensive amounts of data to train the models. Some of this data is likely to be personal data. The United Nations General Assembly Resolution 68/167 on the right to privacy in the digital age describes the “unlawful or arbitrary collection of personal data” as a highly intrusive act that could violate “the rights to privacy and to freedom of...
expression and may contradict the tenets of a democratic society.” Moreover, the data fed into the algorithms is often contaminated with human biases and the deployment of these models may result in the amplification of those biases and therefore impact the right to non-discrimination.

Notably, however, not all AI-enabled technologies pose a similar risk to human rights. As observed in chapters two and three, AI is a broad field, and the different types of applications impact human rights in different degrees.

The rights to privacy, freedom of thought and expression and non-discrimination are all provided for under the Universal Declaration of Human Rights, as well as under various international and regional treaties, including the widely-ratified International Covenant on Civil and Political Rights and the ASEAN Human Rights Declaration. Given the relevance of these rights in the online space, this sub-section focuses on key concerns related to the impact of using AI-enabled technologies to counter terrorism online. However, law enforcement and counter-terrorism agencies should bear in mind that other human rights may be impacted by the use of AI tools to counter terrorism online. For instance, the right to the presumption of innocence and fair trial rights are also potentially highly impacted through the use of AI-generated evidence, which, given the opacity of AI, may be difficult for defendants to challenge in court.

Another general observation to bear in mind is that most human rights are not absolute and can be limited if certain requirements are met. In general, limitations to human rights provided in the International Covenant on Civil and Political Rights – including privacy, freedom of expression and non-discrimination – are allowed when such limitations are legally established in the law and are necessary and proportionate to achieve a legitimate aim.

---
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As described in the report of the former Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and Expression, Frank La Rue, the right to privacy protects each individual’s "private sphere", an “area of autonomous development, interaction and liberty” where they are safeguarded “from state intervention and from excessive unsolicited intervention by other uninvited individuals”. The right to privacy also entails “the ability of individuals to determine who holds information about them and how is that information used.” To give substance to the right to privacy in a growingly digital world, data privacy frameworks have been approved at regional and national levels across the globe. Many countries, including in South Asia and South-East Asia, have enacted personal data protection laws. As highlighted in the Report of the United Nations High Commissioner for Human Rights on the right to privacy in the digital age, while these laws and frameworks vary in content, most of them follow a set of common principles, including that personal data processing should be “fair, lawful and transparent”, as well as limited to what is “necessary and proportionate to a legitimate aim”. Whenever possible, techniques such as data anonymization and pseudonymization should be implemented.

AI tools involving the mass gathering of untargeted personal data inherently risk intruding upon the privacy of individuals. As noted in the UNOCT and INTERPOL Handbook on Online Counter-Terrorist Investigations “Massive, non-targeted and indiscriminate collection of data is unlikely to meet the requirements for necessity and proportionality. Similarly, the retention of data for longer than is necessary can breach international human rights or data protection laws.” For this reason, “Laws establishing automatic collection, storage and use of personal data should include details of the purpose for which the data is collected, the way in which it is used, who has access to the data, the purpose(s) for which it may be used and the length of time that the data may be stored.” On the other hand, even when States define conditions under which these intrusions are legally justified, they must take into account that the information collected can be exploited and misused by ill-intended actors.

Although the risks of AI to privacy are frequently stressed, it is sometimes asserted that AI-enabled tools can increase the privacy of individuals. The argument suggests that automated collection and assessment of information makes people less vulnerable to human review of personal data and leads to more effectively targeted operations, focusing on data related to suspicious individuals. On the other side of the debate, counter-contentions assert that “algorithmic profiling” can be considered more intrusive than human profiling and is therefore riskier for human rights. It is also argued that generally, the collection of mass data online in order to gather intelligence has the potential to substantially stress the relationship between governments and citizens as it damages the essence of a trustworthy regime. State-led intrusion through the supervision of online platforms transforms states into “digital authoritarian states”.

Nevertheless, the type of technology used and, therefore, the required collection and storage of potentially private data have different implications on the right to privacy. Automated tools that support law enforcement in analyzing lawfully collected data and finding patterns or matching faces from a suspect with open-source or otherwise lawfully collected data from social media accounts must be differentiated from technologies that seek to monitor social media and other online sources in real-time to identify relevant leads for counter-terrorism operations. While the first set of tools may comply with the requirements for limiting individuals’ privacy, the latter are too intrusive of the privacy of mostly innocent individuals to be allowed under human rights law.

The rights to freedom of thought and expression include both an “internal” freedom to unconditionally hold and change thoughts, conscience, religion, beliefs or opinions and an “external” freedom to manifest those thoughts, conscience, religion, beliefs, or opinions.
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States can limit the “external” freedom to express beliefs or put them into action if the respective requirements are met. Therefore, under certain circumstances, content moderation and takedown, including through AI solutions, may be permitted. Tech Against Terrorism, an initiative launched by the United Nations Counter-Terrorism Committee Executive Directorate (CTED), has called upon policymakers to provide clear regulation on what is illegal content and how to proceed with it, avoiding the take-down of content protected under freedom of expression. In this regard, it is worth noting that extremists and terrorists increasingly opt to communicate through smaller platforms, making use of a diverse environment of online services from cloud storage to encrypted messenger services to escape the hurdles of tighter measures and take-downs of malicious content in bigger online platforms. As noted above, smaller companies often lack the financial and human resources to prevent their platforms from being exploited by malicious actors. Clear regulation on what is considered terrorist and other malicious content and how to deal with it, combined with capacity-building activities for smaller platforms, can support the companies’ efforts to combat this risk of terrorist exploitation. Nonetheless, the enduring lack of a universally accepted definition of terrorism explained in the subsequent sub-section remains an obstacle for States, as well as smaller and bigger companies alike, to properly navigate the tension between the need to ensure content moderation and the right to freedom of expression.

The right to freedom of thought, in its “internal” dimension, is an absolute right, which cannot be limited or interfered with by States in any circumstance. 127 This is especially relevant to note when considering the potential of certain technologies, including AI-enabled technologies, to influence individuals’ thoughts. 128 Deploying automated applications to counter the terrorist use of the Internet by monitoring user-generated content online can infringe the freedom of thought as it can trigger actions based on the individuals’ behaviour online, which represent thoughts. AI-enabled tools interpret daily interactions online and judge upon them as “outwards signs of inner thoughts to indicate who is a security risk to allow law enforcement or security services to take preventative action to stop a thought translating into action”. 129 Similarly, law enforcement and counter-terrorism agencies aiming to use AI-enabled technologies to direct users at risk of radicalization to counter-narrative content need to consider the possibility that these technologies could result in unlawful interference with the right to freedom of thought through the manipulation of the way that the targeted users think. 130

129 Ibid, 229.
130 Ibid, 227-228.
The right to non-discrimination guarantees that no person shall be treated less favourably because they hold certain protected characteristics such as race, gender, ethnic origin, or religion.\textsuperscript{131} Differential treatment can be justified if it is for a legitimate aim, which must be reasoned and achieved through proportionate means. Counter-terrorism measures online targeting individuals based on their protected characteristics could therefore violate the right to non-discrimination. This holds especially true for AI tools monitoring individual behaviour online, screening for indicators that could act as proxies for the protected characteristics. In fact, traces of protected characteristics are often hidden. Moreover, the enduring problem of bias in AI, further explained below, often impacts the right to non-discrimination for instance by disproportionately targeting individuals belonging to certain disadvantaged groups. Examples from other areas aside from the sensitive online intelligence gathering have demonstrated repeatedly how AI-enabled systems can discriminate against vulnerable groups. There is no reason to believe that systems for law enforcement agencies will not suffer from the same weaknesses. Employing AI in public bodies is often justified with increasing efficiency, yet this cannot justify unequal treatment.

\subsection*{b. Admissibility of AI-generated evidence in court}

Although in principle there are several AI uses cases that can be of relevance for law enforcement and counter-terrorism agencies to counter online terrorism online, the practical utility of any such use case is directly linked with the ability for it to contribute to prosecution before a court. If actions taken on the basis of patterns and correlations identified by AI systems are not deemed evidentiary in nature, the benefit of using AI tools is necessarily limited from the perspective of the end-users.

In light of the technical challenges that will be presented in subsequent sections, in particular the opacity and the risk of bias with AI, evidence derived from the use of AI may fall short in terms of demonstrating reliability and authenticity – aspects traditionally considered important for the admissibility of evidence. As with all forms of digital evidence, AI-generated evidence is susceptible to being modified either intentionally or unintentionally. Moreover, the human rights concerns highlighted in the preceding section may affect the proportionality of the AI-enabled processes used to collect evidence. In other words, the advantages of using AI tools for the interests of security and justice and the probative value of the AI-generated evidence may not justify the risks to human rights posed by the deployment of AI systems by law enforcement and counter-terrorism agencies.\textsuperscript{132}

While the implications of this vary depending on each country’s legal system and framework, with a lack of legal certainty and a growing body of legal discourse developing around the topic,\textsuperscript{133} the use of AI tools to gather evidence is likely to face procedural challenges in courts throughout the world – at least for the foreseeable future. Recognizing this, law enforcement agencies keen on exploring the application of AI have called for additional guidance on the admissibility of AI-derived evidence in court that assesses the impact and results of the specific use of AI tools while ensuring the respect for human rights and rule of law.\textsuperscript{134}

Notably, in the well-known 2016 COMPAS case in the United States, concerning a predictive analytics model used by judges and parole officers to assess a criminal defendant’s likelihood to re-offend, the Court permitted the use of the AI-generated risk assessment with certain limitations, namely that concerns regarding the accuracy of the risk assessment must be made clear and risk assessment scores could not be used to determine the threshold question of whether to incarcerate a person or the severity of the sentence.\textsuperscript{135}

\begin{itemize}
\item \textsuperscript{132} INTERPOL. (2019). Global Guidelines for Digital Forensics Laboratories.
As has already been noted, however, even in the event that AI-based evidence does not meet legal thresholds required for use in court, AI tools may nevertheless be of use for law enforcement and counter-terrorism agencies combating terrorism online by drawing the investigators’ attention to particular patterns or abnormalities in patterns that may result in the identification of other forms of admissible evidence.

c. A fragmented landscape of definitions

It is well established that there is no universally accepted definition of terrorism, and this is a reality that is unlikely to change in the near future. There is equally a lack of clarity or understanding on the precise processes of radicalization. These realities have several serious implications in terms of using AI to counter terrorism online, hindering the use of the technology.

A lack of common understanding of what defines terrorism necessarily results in a lack of clarity regarding what constitutes terrorist content online. Practitioners seeking to moderate content must therefore cater for differing interpretations of what defines terrorism and, of course, the politics that comes with it. Tech Against Terrorism recently highlighted the urgency of addressing the challenge of the absence of a definition of terrorism, recommending policymakers to contribute to counter-terrorism efforts online by providing more definitional clarity “via improved designation.”

A further challenge is that a multitude of definitions can also lead to a fragmented collection of data on terrorism and violent extremism online. Without the fundamental knowledge, comprehensive methods based on empirical data are certain to lack accuracy, consistency, and comparability. Moreover, it is important to note that radicalization or the path to terrorism is highly individual and, hence, extremely difficult to cast in a mold that can be translated into patterns for automated models to process.

Finally, at this juncture, it is perhaps important to also recall an ever-present concern, namely that authorities may seek to use national terrorism legislation to further their own political agenda by curbing the freedom of speech of human rights activists, journalists, or persons critical of the government, and this can be reflected in how social media
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is regulated. These concerns could be considered acute in some parts of South Asia and South-East Asia that have had contentious histories with respect to human rights. Developments such as this are likely to have a chilling effect on civil society activism. Speaking about the challenges that situations such as this can present, Brian Fishman, who leads the effort against terrorist and hate organizations at Facebook, noted that for social media platforms to avoid indirectly acting as an extended arm of a government through their content moderation practices, they would require internationally agreed lists of designations of certain organizations or movements as terrorists.139

d. AI governance

A question that goes far beyond the counter-terrorism use cases presented and discussed in this report is how the use of AI in general should be regulated in order to ensure fair, just, accountable and transparent AI systems. Many debates in particular have arisen around ethical and fair AI, aiming to erase bias or systematic distortion.140 The robustness of such systems – their resilience and security – is a further aspect of growing importance in policy discourses, especially in light of the increasing integration of AI into daily operations within both the public and private sector and the consequent potential of attacks being directed at the operation or functionality of AI.141 What each of these concepts entails from a regulatory point of view is, however, not universally defined at this time. Nevertheless, the governance of AI would necessarily impact the standards of counter-terrorism applications.

It is perhaps pertinent to note that in April 2021, the European Commission presented a proposal for a Regulation laying down harmonized rules on AI,142 which, if adopted by the European Parliament and the Council of the EU, will directly become hard law in the EU Member States – and the first first-ever supra-national legal framework on AI. The current draft roughly establishes that the rules apply to both providers and users of AI systems, even if they are located outside of the EU, as long as the systems or their outputs are used in the EU. In this regard, although the draft AI act
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is a proposal of the EU, it is of merit internationally for all actors exploring the use of AI. An important takeaway from the substance of the draft is its human rights-centric approach to classifying AI systems in categories according to their “unacceptable”, “high” or “low risk” to human rights. This categorization is behind the draft’s general prohibition of the use of live facial recognition in public spaces by law enforcement. Notwithstanding this general prohibition, “the prevention of a specific, substantial and imminent threat to the life or physical safety of natural persons or of a terrorist attack” it is one of the exceptions to the prohibition of the use of live facial recognition technology in public spaces in law enforcement.

e. Public-private relations

A further potential challenge for law enforcement and counter-terrorism agencies seeking to explore the development of AI capabilities concerns the role of the private sector in countering terrorist use of the Internet and social media – although it is pertinent to note that this is perhaps an issue that extends beyond the specific domain of AI.

With the ever-increasing relevance of online communication, including in terms of counter-terrorism, the weight of the private sector is increasing immensely due to extent of both their resources and competencies vis-à-vis public actors. As a result, the public sector often turns to private entities to complement and support their efforts to counter terrorism online. This is the case not only because any terrorist content is hosted on platforms or servers operated by these private entities but also because private sector entities possess skills and capacities to intervene online that law enforcement and counter-terrorism agencies in many ways simply lack. The private sector furthermore serves as a gatekeeper, holding access to data that is needed to train and feed into AI algorithms developed by law enforcement and counter-terrorism agencies. The private sector also tends to have a higher capacity than the public sector to design and develop innovative technological tools needed to combat terrorism online and, thus, law enforcement and counter-terrorism agencies may need to partner with and/or procure tools from the private sector.

Relations between the public and private sector in the context of countering terrorism online are not straightforward due in part to their differing nature and objectives. For example, content that might prompt action by law enforcement has in the past been taken down and deleted by private companies, thereby destroying important evidence for investigators. On one particular occasion, social media companies even deleted evidence demonstrating war crimes that could have been used by law enforcement agencies. While it can be argued that it is preferable that malicious content be taken down, such content is currently not archived in a way accessible for investigations, unless authorities present a subpoena, court order or warrant to the companies responsible for the platforms. It can thus be unclear for law enforcement agencies whether they may be missing relevant evidence as they are not aware if such evidence may exist or, if they do, for how long the data is stored before it is deleted – something that differs from company to company.

A further issue in this context is the technical expertise required to develop, develop and maintain AI applications, which is undeniably more concentrated in the private sector and, for that matter, particularly concentrated in the hands of the large tech firms that have traditionally excelled at luring the students and faculty from universities.

In this regard, law enforcement and counter-terrorism agencies will need to contend and build improved relations with the private sector if they are to fully understand the use of the Internet and social media by terrorist groups and individuals or to access to AI tools or develop or operate their own AI tools in-house. It should however be recognized that agencies in some countries in South Asia and South-East Asia may possess limited bargaining power vis-à-vis big technology companies.

143 Exceptions exist under Article 2, which include AI systems developed or used exclusively for military purposes, authorities from third countries and international organizations.
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ii. Technical challenges in using AI tools

a. False positives and false negatives

When optimizing an algorithms’ accuracy, AI developers can change the threshold that sets the classification label into positive or negative. By adjusting this threshold, it is possible to control two types of errors: false positives and false negatives. False positives can be understood as instances where a positive result is incorrectly given, and false negatives can be understood as instances where a negative result is incorrectly given. As some margin of error in the output of algorithms is inevitable and it is not possible to simultaneously reduce both false positives and false negatives, there is a need to choose which correction should be prioritized. This choice is not straightforward, as both false negatives and false positives can have significant implications. In a predictive model that tries to identify terrorist actors (considered as the positive label), reducing false negatives implies increasing false positives, which translates into the acceptance of wrongly identifying someone as a terrorist. This minimizes the risk of potentially dangerous individuals passing through the algorithm unspotted but can indiscriminately burden civilians. On the other hand, optimizing for false positives increases false negatives. This approach prioritizes avoiding the incorrect identification of someone as a terrorist but has also more tolerance to relevant subjects escaping undetected. Accordingly, the precise classification of the threshold can have a significant impact on the results of the AI model deployed.

b. Bias in the data

Fairness in AI is a declared aim across wide parts of the tech industry, policy, academia, and civil society and one of the key principles touted in terms of the responsible use of AI. It implies that algorithmic decisions do not create a discriminatory or unjust impact on the end-users – as was the case with the aforementioned COMPAS recidivism algorithm. An investigation by an independent newsroom – ProPublica – demonstrated that the algorithm used by judges and parole officers in the United States to assess a criminal defendant’s likelihood to re-offend was biased against certain racial groups. The analysis of the tool found that African American defendants were more likely to be incorrectly judged to be at a higher risk of recidivism than Caucasian defendants, i.e. there were considerably more false positives among the African American community, while Caucasian defendants were more likely than African American defendants to be incorrectly flagged as low risk, meaning that the false-negative rate was recurrently higher in the Caucasian community creating a differential treatment for the two groups. Another high-profile example of algorithmic discrimination, this time relating to gender-based bias, came to light in 2018 when Amazon’s AI automatic hiring tool was shuttered after it was seen to result in bias against women. Based on the male dominance within the tech company, Amazon’s system taught itself that male candidates were preferable.
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Although a lofty aspiration, ensuring fairness in AI can be an exceptionally challenging matter. Undeniably, the technology itself is a neutral statistical and mathematical process, but AI can amplify existing biases of societies when trained with biased datasets, resulting in incidents of automated solutions discriminating against individuals, groups, and communities on prohibited grounds.\textsuperscript{151}

In addition to the risk of discrimination stemming from training data that reflects inherent biases in society, it has also been suggested that a homogenous technology environment leads to blind spots when developing software, also inducing discriminatory effects. This has been behind the call for a more diverse representation in tech companies.\textsuperscript{152}

Finally, it is also important to note that, whereas bias in datasets can be unintended, data can also be consciously manipulated.\textsuperscript{153} Manipulated data can have the same impact as biased data being used to train a model in that it can reproduce similar harmful effects. A dataset that has been tampered with is hard to detect from the outside, especially for non-technical experts. In the realm of security, and especially counter-terrorism applications, this is a weak point that must be mitigated through strict regulation on the use and access to the system, as well as for regular monitoring of the system and its performance.

c. Explainability and the black box problem

A further principle often underscored as essential for the responsible use of AI is the notion of explainability. Closely associated with the requirement of transparency, explainability focuses on ensuring that AI is not a so-called “black box” and that algorithmic decisions can be understood by end-users in non-technical terms.

Deep learning systems are often described as black boxes as they combine and re-combine attributes in many arbitrary ways. Once input is provided, the internal behavior that leads the system to the output may not be clear. In other words, humans cannot understand how deep learning systems produce results. This makes it difficult to trace and verify results, which can raise problems in terms of human rights, particularly the right to a fair trial and due process for an accused individual or individuals, as well as hamper accountability, which in turn can affect the right of an effective remedy of those who have had their rights unjustly restricted or violated through the deployment of AI systems. The notion of explainability, in this regard, requires that end-users are able to interpret the information extracted from the black box and understand what elements used in the machine learning model were responsible for each specific outcome.

The lack of explainability can only be mitigated with a profound technical understanding of the neural network and with the support of explainability tools for local and global decisions\textsuperscript{154}, such as SHAP\textsuperscript{155} or LIME.\textsuperscript{156} Explainability tools can help explain and present in understandable terms the features in the data that were most important for the model and the effect of each feature on any particular output.\textsuperscript{157}

d. The complexity of human-generated content

As already stated, a prerequisite to the development of reliable AI tools is to have access to accurate and detailed labelled datasets. While many of the challenges presented in this report are global in nature, South Asia and South-East Asia presents particular additional considerations, given the regions’ great diversity in terms of languages and dia-


\textsuperscript{155} See https://shap.readthedocs.io/en/latest/index.html


lects. By way of example, consider that, according to one estimate, there are currently approximately 2,300 languages spoken across Asia as a whole.\(^{158}\) Although a great number of advancements have been made in NLP, the vast majority of efforts in this domain are focused on a handful of key languages: English, Chinese, Urdu, Farsi, Arabic, French, and Spanish – and, of these, English is heavily favoured. There have been few results with respect to other so-called “low resource” languages.

Furthermore, the languages spoken in South Asia and South-East Asia – like all languages in the world – are dynamic, constantly evolving and adapting to social developments. This natural dynamic also poses major challenges for AI since AI systems cannot adapt to changing contexts on their own, but rather require extensive amounts of data to inform adaptation. In that sense, data sets must be constantly monitored and updated as necessary. For many of the less prominent languages or dialects in the regions, the likely insufficiency of required training data can present a challenge.

An example of the practical challenges AI might encounter in this context was recently seen when algorithms designed to identify and block malicious content on Facebook were repeatedly deceived by a far-right extremist group in the United States that used an encrypted language to communicate online and openly share bomb-making guidance. Unfamiliar with the code used, the algorithms failed to detect the content.\(^{159}\)

Context can add a further layer of complexity as it determines the finer nuances of human communication that result in irony and humour. Irony- or sarcasm-detection is a deceptively complex task, even for humans, as it varies from


\(^{159}\) Tess Owen. (2020). The Boogaloo Bois are all over Facebook. Vice. Accessible at [https://www.vice.com/en/article/7km4x/the-boogaloo-bois-are-all-over-facebook](https://www.vice.com/en/article/7km4x/the-boogaloo-bois-are-all-over-facebook).
person to person and is highly dependent on culture, as well as many other aspects such as facial expression and tone. Within the NLP field of sentiment analysis, sarcasm is a specific area of study, as it cannot be classified as a negative or positive sentiment. Recent studies show that sarcasm alone can account for as much as a 50% drop in accuracy when automatically detecting sentiment. Approaches to address this issue include adding layers of information to better capture the speaker-environment relationship such as the analysis of pragmatic features like emojis, hashtags and mentions; harnessing context incongruity when certain features show that the context is not in agreement with the content of the text; or utilizing user embeddings that encode stylometry and personality of the users.

In May 2021, Twitter launched a new hate-speech warning feature that asks people to review replies with potentially harmful or offensive language. Early tests have shown that the algorithms “struggled to capture the nuance in many conversations and often didn’t differentiate between potentially offensive language, sarcasm, and friendly banter”. Improvements in the prompting system included adding user embeddings such as the relationship of the user and the replier and the origin of the user. An example from Sri Lanka also demonstrated how Facebook’s algorithms were not able to assess multi-layered cultural context. User-generated posts on social media prior to the Easter bombings in Colombo in April 2019 slipped through the monitoring systems because algorithms were not capable of identifying hate speech in the posts due to a complex cultural environment. Although the technology is always evolving, this technical limitation can become a significant stumbling block for law enforcement and counter-terrorism agencies seeking to use AI to identify relevant information online.
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V. MOVING FORWARD WITH AI

The use of AI holds considerable potential to contribute to countering terrorism online. AI can be particularly helpful in supporting law enforcement in dealing with the large amounts of collected data by classifying new entries, extracting patterns, flagging significant information, developments or relationships, and visualizing results. It can aid in finding patterns and relations that may otherwise stay unrecognized and can, thus, greatly benefit law enforcement and counter-terrorism agencies to turn the tide in the fight against terrorism online. However, there are numerous political, legal, and technical challenges that exist, and it is paramount for law enforcement and counter-terrorism agencies in South Asia and South-East Asia to acknowledge these challenges. Considerable prudence in this regard is required of any agency exploring or considering moving forward with the application of AI.

In view of this and recognizing that continued technological progress in the field of AI is to be expected, the following recommendations are provided for law enforcement and counter-terrorism agencies in South Asia and South-East Asia. The first set of these recommendations is region-specific, while the remaining five are universal in character and thus may be of equal relevance for law enforcement or counter-terrorism agencies outside of South Asia and South-East Asia seeking to explore the use of AI.

These recommendations were compiled and categorized based on feedback collected from participants at the UN-OCT-UNICRI Expert Group Meeting. The order of recommendations should not be interpreted as indicating any particular priority.
Build a regional approach:

- Recognizing that information on current AI capabilities in South Asia and South-East Asia is limited or not publicly available, further field research should be conducted to understand current capabilities and inform the shaping of tailored practical guidance on the use of AI to counter terrorism online in the regions.

- Efforts by national authorities should be invested into cataloguing existing knowledge in this field at the national level and throughout the regions and in identifying national experts in their countries or within the regions.

- Efforts by national authorities should be invested into developing databases of lawfully collected region-specific data to aid in the development of specific tools for South Asia and South-East Asia and such databases should be made available to researchers.

- A forum for the exchange of ideas, experiences, and challenges should be established at a regional level to further developing a regional corpus of knowledge and expertise.

- Dialogue and cooperation with private sector entities, in particular social media platforms, should be fostered to aid in facilitating access to relevant training data from South Asia and South-East Asia.

- The development of applications should cater for the multicultural and multilingualistic reality of South Asia and South-East Asia, which distinguishes these regions from others in many respects.

Acknowledge the limitations of AI:

- Law enforcement and counter-terrorism agencies should acknowledge that:
  - AI is not perfect and may never be. There still exist many technical challenges and, while AI is getting more effective and accurate, it may take a considerable amount of time to reach levels required by both the end-users and by civil society – if this can be achieved at all.
  - There is no “one size fits all” solution. AI tools must be tailored to specific contexts and requirements.
  - AI presents results as probabilistic calculations and not infallible predictions.
  - AI cannot unilaterally eliminate terrorism and violent extremism online. Investments into AI should be flanked by efforts to prevent radicalization and violent extremism at its roots.

Respect human rights and protect civil society:

- The potential human rights impact of the use of AI to counter terrorism online should be acknowledged. Human rights impact assessments should be carried out in advance of deploying any tools and the legality, proportionality and necessity of their use should be assessed on a regular and ongoing basis throughout the entire lifecycle of the AI tool.

- National laws and policies should be put in place, defining, and governing the use of AI tools to counter terrorism online to, inter alia, address the risk of the misuse of such tools, for instance, to persecute legitimate social movements, civil society organizations and journalists, as well as to minimize the risk of function creep.

- A multi-stakeholder approach with regular feedback loops should be adopted with respect to the use of AI to counter terrorism online to ensure that any possible blind spots in the design, development and application of automated tools are identified.
Establish technical safeguards:

- Decisions based on AI-enabled technology should be explainable. Human rights compliance and explainability tools should be used to help overcome black box concerns and ensure accountability for any actions or decisions based on AI systems.

- Datasets should be as free of bias and as transparent as possible for the purposes of external evaluation.

- The performance of algorithms should be evaluated, and datasets should be reviewed to ensure they are accurate, representative, and regularly updated. Sensitive datasets should be evaluated by trusted independent third parties, in accordance with international and national laws and policies.

Ensure human oversight and accountability:

- Thorough consideration should be given to how AI-enabled technology can be used to augment human analysts as opposed to replacing them or their functions.

- Automated decision-making should not be encouraged. Analysis and conclusions reached on the basis of AI systems should always be reviewed by a trained human, who should make the final determination.

- All personnel working with AI-based systems should understand the system and training should be provided to personnel on technical and legal aspects of the use of the tools, as well as possible associated human rights risks.

- Oversight mechanisms should be established and be equipped with sufficient technical expertise to be able to understand and appropriately assess the use of AI. These oversight mechanisms should regularly assess each instance of the use of AI systems, the legality, proportionality and necessity of their use, and the quality of the outcomes they produce. Institutional checks and balances should be guided by transparent policies.

Develop knowledge and build capacities:

- Law enforcement and counter-terrorism agencies should develop their own in-house knowledge and technical capacities insofar as possible to enable them to exert full control over their system and make adjustments as needed.

- Law enforcement and counter-terrorism agencies should engage closely with the AI industry and research community to build their knowledge and understanding.

- The sharing of experiences and challenges between law enforcement and counter-terrorism agencies using AI for countering terrorism online should be encouraged to foster a community of practice founded on responsible use of the technology.

- The legal requirements surrounding individual use cases of AI to counter terrorism online should be analyzed, especially from the perspective of the impact of AI on human rights.